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Abstract
Investors, activists and corporations across the world are emphasizing on prediction of insolvency well in advance so that corrective actions can be taken and erosion of funds can be prevented. For this purpose, this study attempts to construct models for forecasting industrial sickness and to validate the performance of these models. This paper proposes new models for prediction of industrial sickness or leading bankruptcy using three different techniques i.e. a model using Multi Discriminant Analysis (MDA), a model using MDA + PCA (Principle Component Analysis), and a model using ANN (Artificial Neural Network). This paper focuses to propose prediction models for bankruptcy which contribute more to this impact in emerging economies like India.

The results show that the forecasting ability of the models is higher than the empirical models already available such Altman’s Z score model, Ohlson’s model and model developed by Odom and Sharda to name a few. The prediction accuracy of MDA model is highest among proposed models for prediction of industrial sickness. These results are recommended to financial institutions, banks and executives. This study may also be used for evaluating the repayment behavior of a borrower. These models may be used by the potential investors for screening out undesirable investments. Since the models are of predictive nature, the
investors may use it for portfolio selection.
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1. Introduction

The achievement of success had been the enunciation in management research for last few decades. The companies had been judged on the basis of how rapidly they had grown and how fast they increased their market share. The bankruptcy or insolvency of a company has been a very important part of a manager’s job as the accomplishment of its success. This role is becoming more significant and crucial as the penalties of failure are becoming more modest.

A number of activities are performed in the business by each company. But the outcomes of certain activities are uncertain and risky. This involves risk for every business. “Among the different risks that an organization is faced with, default risk is possibly one of the ancient financial risks, though there have not been many instruments to manage and hedge this type of risk till recently” (Gupta, 2014).

The majority business transactions are of financial nature (Yadav, 1986) which leads to default risk and finally results into non-repayment of debt. Default risk has gained utter importance because of innovative financial instruments, different tools of risk management and change in economic conditions. The risk of default is at the center of credit risk: Credit rating agencies (CRAs) are the most important supply for measuring the credit superiority of businesses/borrowers in developing economies like Asian countries. Since improvement and deterioration of ratings will influence the worth of equity and debt that is being listed within the market, participants of area unit are fascinated in developing sensible models for prediction.

The failure of a firm brings stress to entrepreneurs, managers and the society at large. The unemployment goes up, availability of goods and services goes down, the cost goes up and a large sum of funds is blocked up. The shareholders lose their investments, creditors lose their funds the customer is deprived of the product. Therefore, a model is required which predicts the insolvency at the earliest and would serve to minimize such losses by providing alarm and a warning in advance to all the concerned parties. This requirement has been the primary motivation for us to investigate the prediction of industrial insolvency as an interesting area.

With a small improvement in assessing the credit risk, reduction in a considerable amount of savings for an economy can be achieved. (Lee and Choi, 2013). An improvement in the accuracy of even a fraction of percent in scoring of models, to estimate the probability of default leads to enormous future savings for the credit industry. (West, Dellana and Qian, 2005).

Though a wide number of analytical/mathematical/statistical models are present, there was a great emphasis to be given to an emerging economy like India to develop bankruptcy forecasting model. There are numerous models developed over the years due to growing data availability and development of econometrical techniques during the decades of 80s and 90s. There are two groups in which methods of bankruptcy prediction can be categorized: statistical models and intelligent models. The statistical models include the formalization of relationships between variables in the form of mathematical equations whereas intelligent
models include machine learning which includes an algorithm that can learn from data without rules-based programming. The statistical models include MDA, logit regression etc. The first techniques applied to insolvency forecasting was the univariate data analysis (Beaver, 1966) followed by the multi discriminant analysis (Altman, 1968) and logit regression (Ohlson, 1980). The second group consists of principal component analysis (PCA), artificial neural networks (Chauhan, Ravi & Chandra, 2009; Cho, Kim & Bae, 2009; Pendharkar, 2005; Ravishankar & Ravi; 2010; Kim & Kang, 2010; Tseng & Hu, 2010; Lee & Choi, 2013), genetic algorithms (Lensberg, Eilifsen & McKee, 2006; Etemadi, Rostamy & Dehkordi, 2009; Ahn & Kim, 2009), support vector machines (SVM) (Min & Lee, 2005; Hardle, Lee, Schafer, & Yeh, 2009; Yang, You & Guoli Ji, 2011) and case based reasoning (Ahn & Kim, 2009; Cho Hong & Ha, 2010; Li & Sun, 2010, 2011; Li, Adeli, Sun, & Han, 2011).

This paper exhibits the detailed analysis of the construction and validation of the models for prediction of industrial sickness. The analysis is organized into five sections. The first section shows the detailed description of the financial ratios for non-sick and sick companies. The second section deals with various statistical tests which show the financial ratios as discriminators. The third section involves the analysis of the predictor ratios. The fourth section presents a comprehensive discussion of the model construction for prediction of industrial sickness using different methodologies. Finally, the last section shows the validation of the models and their accuracy results.

The purpose of the study is to assess the projecting capability of four insolvency forecasting models for manufacturing firms which are listed on stock exchanges: a discriminant analysis using J-Score, a proposed model using MDA+PCA and a proposed model using artificial intelligence.

2. Literature Review

Previous research studies have used several financial ratios to different sample sets in various countries to study prediction of corporate sickness. Beaver (1966) found out that cash flow to total debt ratio exhibited statistically significant warnings prior to business failure and concluded that the firms with lower liquid assets were more prone to bankruptcy and vice versa. The study also suggested the possibility of using multiple ratios simultaneously in order to have the higher predictive ability. Altman (1968) proved that a prediction model based on multiple discriminant analysis had been extremely accurate in predicting bankruptcy. The majority of the studies found that debt and profitability related ratios significantly determine the corporate failure.

Gupta (1983) concluded that net worth to short and long term debt and outside liabilities to tangible assets ratios were useful in predicting corporate failure. Kumar and Kumar (2012) found that Ohlson’s O-Score model using binary logistic regression technique performed better than Altman’s model and suggested the possibility of using domestic data through new models based on different combinations of financial ratios.

Many researchers have employed Multiple Discriminant Analysis (Gupta, 1983; Lincoln,
1984; Izan, 1984) and logit analysis (Mohamed, Li, and Sanda, 2001; Abdullah, Hallim, Ahmad and Rus, 2008) in determining the predictors of corporate failure. Some of these studies have compared the results of Multiple Discriminant Analysis and Logit Analysis. Early Warning models for predicting corporate bankruptcy have been developed by some of these researchers.

In the past, several studies indicated various financial ratios as predictors of corporate sickness. Patrick (1932) showed that the net worth to debt and net profits to net worth were the best indicators of failure among the ratios used. The financial ratios commonly used by researchers were net income to total assets (Beaver, 1966; Deakin, 1976; Libby, 1975; Ohlson, 1980; Lennox, 1999), total liabilities to total assets (Beaver, 1966; Deakin, 1976; Ohlson, 1980; Zmijewski, 1984). Net income ratio was used to represent growth. In UK context, Lennox (1999) used cash to current liabilities, debtor turnover ratio and gross cash flow ratio as the predictors. The bankruptcy in Korea studied by Nam and Jinn (2000) revealed that it was due to financial expenses to sales, debt coverage and receivables turnover ratio.

We have reviewed different research studies which were relevant to the current work under wide areas. Beaver (1966, 1968) and Altman (1968) had developed the first set of accounting models to measure the bankruptcy threat for a firm. Beaver (1966) had developed a univariate model for forecasting indebtedness of a firm. Altman (1968) had developed a model by adopting discriminant analysis with the use of financial ratios for discretion between insolvent and solvent firms. Later Altman et al. (1977) developed z-score models called ZETA and another model was developed by Altman et al. (1995) for the companies/firms in emerging markets. A study was conducted in 22 countries by Altman and Narayanan (1997) where they concluded that the default risk can be predicted effectively with the ratios based models.

Recently, Gupta (2014) had developed an accounting based prediction model using discriminant analysis and logit regression and compared the predictive ability of these models. “For logistic regressions, an attempt was made to combine macro variables and dummy industry variables along with accounting ratios. The paper had analyzed that the predictive ability of the proposed Z-score model was higher when compared to both the Altman original Z-score model and the Altman model for emerging markets. The research findings establish the superiority of logit model over discriminant analysis and demonstrate the significance of accounting ratios in predicting default.” (Gupta, 2014)

The first attempt to use ANNs to predict bankruptcy was made by Odom and Sharda (1990). In their study, three-layer feed forward networks were used and the results were compared to those of multivariate discriminant analysis. Using different ratios of bankrupt firms to non-bankrupt firms in training samples, they test the effects of different mixture level on the predictive capability of neural networks and discriminant analysis. Neural networks are found to be more accurate and robust in both training and test results.

A number of network training parameters are varied to identify the most efficient training paradigm. The focus of this study is mainly on the improvement in efficiency of the back propagation algorithm. Coleman et al. also report improved accuracy over that of Odom and
Sharda (1990) by using their Neural Ware ADSS system.

Boritz et al. (1995) use the algorithms of back propagation and optimal estimation theory in training neural networks. The benchmark models by Altman (1968) and Ohlson (1980) are employed. Results show that the performance of different classifiers depends on the proportions of bankrupt firms in the training and testing data sets, the variables used in the models, and the relative cost of Type I and Type II errors. Boritz and Kennedy (1995) also investigate the effectiveness of several types of neural networks for bankruptcy prediction problems.


Lee and Choi (2013) used back-propagation neural network (BNN) for investigating multi-industry bankruptcy of Korean companies. The study intended on suggesting the industry specific model to predict bankruptcy by selecting appropriate independent variables. They compared the prediction accuracy of BNN to multivariate discriminant analysis. According to their study, the industry sample has better performance of prediction than the non-classified sample by the variation of 6 - 12%. The prediction accuracy of bankruptcy using BNN was found better than that of MDA.

Principal component analysis (PCA) is an expedient statistical technique for feature extraction. PCA can help a classifier produce more accurate predictive performance (Avci & Turkoglu, 2009). It is assuming that most of information about classification is contained in the directions along which the feature values are the largest (Polat & Günes, 2008). The component scores and loadings can be used to interpret the results of a PCA (Shaw, 2003).

Li and Sun (2011) constructed a new hybrid model for bankruptcy prediction by integrating principal component analysis (PCA) with MDA and logit to have better predictive performance. This study has followed data mining approach, case based reasoning, neural network, support vector machine technique and discriminant analysis based on previous studies (for example, Jo, Han, & Lee, 1997; Li, Sun, & Sun, 2009; Lin & McClean, 2001; Min & Lee, 2005; Min, Lee, & Han, 2006; Sun & Li, 2008a) without differentiating type I and type II errors. They have done a pilot study which demonstrated the use of PCA with MDA and logit in bankruptcy prediction. The model was developed by using stepwise method of MDA, stepwise method of logit, and independent sample t test as the preprocessing procedure, on the basis of which PCA is further used to extract features for MDA and logit. They have obtained the optimal preprocessing procedure by splitting the available data for 30 times for PCA. This model was used to investigate the bankruptcy prediction of listed companies of China. The results show that the hybrid model of PCA with MDA and logit has better prediction power and it has outperformed all other models.
After a comprehensive literature review on bankruptcy prediction, it was found that a plenty of work had been done in this area but we can see a gap in development of prediction models for manufacturing sector in emerging economies like India. Though there are models available in the Indian context, but these models are quite old and are constructed adopting the financial ratios which had been used in the previous studies decades back. As the businesses have changed, there has been a change in the financial ratios affecting the solvency of the companies. The research gap for this study is to identify the financial ratios which are discriminating between sick and non-sick companies and use those financial ratios as predictive variables of industrial sickness. It had been found from the literature that the discriminating financial ratios between sick and non-sick companies have changed over the year in different studies. We are focusing on constructing and validating the prediction models using such discriminating variables.

Given the research gap, this study emphasizes to construct and validate bankruptcy prediction models using different financial ratios with a high predictive power and generalized applicability. For this purpose, we have formulated following hypotheses:

Hypothesis 1: There is no significant difference between mean values of financial ratios of non-sick and sick companies. (For determination of discriminators)

Hypothesis 2: The financial ratios do not predict industrial sickness. The predictors have no significant effect on either of the outcomes, namely sick and non-sick. (For determination of predictors)

Hypothesis 3: The prediction models are not capable of making correct predictions of industrial sickness.

3. Methodology

This study emphasizes on development of a forecasting model using various techniques. For this purpose, secondary data was collected from the financial statements of the companies from ACE Equity database. A sample was obtained on the basis of the credit ratings given by the credit rating agencies. A sample of 80 companies was obtained in which the companies were stratified as far different industries pertaining to manufacturing sector. Entire sample was divided on the basis of their credit ratings of the financial year ending on March 31, 2014, signifying their solvency position. Out of the entire sample, there were 40 companies which were given lowest ratings (Credit Rating: D) by the agencies (failed/defaulted companies) and other 40 companies which belonged to the same industries and of same size and were given highest ratings by the agencies (Credit Rating: AAA) (non-failed/solvent companies). Out of the total sample size, we have used a sample of 50 firms (25 firms of each category of solvent and insolvent companies) as the training sample. Whereas the remaining 30 companies were used as the holdout or validation sample. Following Table 1 provides the number of companies selected as a sample from different industries for the purpose of this study. This study covers manufacturing companies of India which are listed on stock exchanges. Service sector companies have been excluded from the sample.
### Table 1. List of Companies in Dataset/Sample

<table>
<thead>
<tr>
<th>Industry</th>
<th>No. of Companies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electricals</td>
<td>4</td>
</tr>
<tr>
<td>Chemicals</td>
<td>6</td>
</tr>
<tr>
<td>Pharmaceuticals</td>
<td>20</td>
</tr>
<tr>
<td>Textile</td>
<td>18</td>
</tr>
<tr>
<td>Machinery</td>
<td>12</td>
</tr>
<tr>
<td>Consumer Food &amp; Sugar</td>
<td>12</td>
</tr>
<tr>
<td>Cement &amp; Metals</td>
<td>6</td>
</tr>
<tr>
<td>Others</td>
<td>2</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>80</strong></td>
</tr>
</tbody>
</table>

#### 3.1 Methodology for Selection of Variables

A set of 56 ratios were taken on the basis of previous literature such as (Altman, 1968; Ohlson, 1980; Gupta, 1983) for the years 2009 - 2013 from financial statements of the companies for identifying the ratios which discriminate between sick and non-sick companies. These ratios involve various categories such as liquidity ratios, solvency ratios, and profitability ratios, productivity ratios, operating efficiency ratios, leverage ratios, growth ratios, and net worth ratios, turnover ratios and cash flows ratios.

#### 3.2 Determination of Discriminators for Industrial Sickness

To construct a model for prediction of industrial sickness, the initial step is to identify and determine the financial ratios which discriminate significantly between non-sick and sick companies.

The financial ratios should fulfill following conditions for determination of discriminators.

1. The sample must be normally distributed
2. The samples must have equal variances
3. The observations of samples should be independent of each other, within the groups and between the groups.
Test of Normality has been used to find out if financial ratios of both sick and non-sick companies were normally distributed. Spearman’s correlation coefficient was used to find out if the ratios were independent ones. Test of equality of variance was carried out to observe if financial ratios have equal variances between sick and non-sick companies.

The parametric tests which we apply in this study examine the difference between the two group means and conclude whether there exists a significant difference between the two distributions.

As seen in the previous studies (e.g. Gnanadesikan and Kettenring 1972, Belsley et al. 1980, Laitinen, 1991), the requirement of normality has been frequently violated in the case of distributions of financial ratios in several previous studies and even transformation of the data to approximate normality did not improve normality in all cases. If the above mentioned conditions are not met and when majority of the ratios are found to be of non-normal distribution, non-parametric tests can be applied. The distribution of the non-parametric test statistics may give a more reliable result (Laitinen E., 1991). Non-parametric tests use ranks of the variables to compare medians rather than means. This consideration facilitated the use of parametric statistical tests in the present study.

For selection of variables, first, the normality of data was checked using Anderson-Darling Normality Test. The results showed that majority of the ratios were normally distributed. For the purpose of analyzing the equality of variances between two samples of sick and non-sick companies, Levene’s test of equality of variance was performed. The correlation coefficient was calculated between two samples to avoid multi-collinearity and it was found that most of the variables have low correlations with each other.

Using the results of the of independent two sample t - test and MANOVA, emerging discriminators were identified. It is including the financial ratios which were discriminators between non-sick and sick companies in the years i.e. 2009 - 2013 prior to the year 2014 in which their credit rating was showing them industrially sick.

Financial ratios were identified as discriminators on the basis of the analysis of independent two sample test and the results of MANOVA. Out of the analysis, there are total 32 ratios who have come out as emerging discriminators from the results of independent two sample t test. We have also taken 9 other financial ratios which were not emerging as discriminators as a result of independent t - test but found to be significant according to MANOVA analysis whose p value is less than 0.05. There are total 41 financial ratios who have been identified as discriminators shown in the table below.
Table 2. Summary of Financial Ratios Identified as Discriminators

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description of Ratios</th>
<th>Variable</th>
<th>Description of Ratios</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>Retained Earnings/Total Assets (RE/TA)</td>
<td>R21</td>
<td>Total Tangible Assets/Total Debt (TTA/TD)</td>
</tr>
<tr>
<td>R2</td>
<td>Interest Coverage Ratio (ICR - based on Earnings Before Interest, Taxes, Depreciation and Amortization)</td>
<td>R22</td>
<td>Total Tangible Assets/Long-term Debt (TTA/LTD)</td>
</tr>
<tr>
<td>R3</td>
<td>Debt - Equity Ratio (D/E)</td>
<td>R23</td>
<td>Net Worth/Total Debt (NW/TD)</td>
</tr>
<tr>
<td>R4</td>
<td>Net Sales/Total Assets (NS/TA)</td>
<td>R24</td>
<td>Cash/Total Tangible Assets (Cash/TTA)</td>
</tr>
<tr>
<td>R5</td>
<td>Earnings Before Interest and Taxes/Total Assets (EBIT/TA)</td>
<td>R25</td>
<td>Quick Assets/Total Tangible Assets (QA/TTA)</td>
</tr>
<tr>
<td>R6</td>
<td>Profit After Taxes/Total Assets (PAT/TA)</td>
<td>R26</td>
<td>Current Assets/Total Tangible Assets (CA/TTA)</td>
</tr>
<tr>
<td>R7</td>
<td>Profit After Taxes/Net Sales (PAT/NS)</td>
<td>R27</td>
<td>Cash/Current Liabilities (Cash/CL)</td>
</tr>
<tr>
<td>R8</td>
<td>Profit Before Depreciation and Interest After Taxes/Net Sales (PBDITA/NS)</td>
<td>R28</td>
<td>Net Sales/Debtors (NS/Debtors)</td>
</tr>
<tr>
<td>R9</td>
<td>Market Value of Equity/Book Value of Liabilities (MVE/BVL)</td>
<td>R29</td>
<td>Net Sales/Inventories (NS/Inv.)</td>
</tr>
<tr>
<td>R10</td>
<td>Book Value of Equity/Book Value of Liabilities (BVE/BVL)</td>
<td>R30</td>
<td>Net Sales/Fixed Assets (NS/FA)</td>
</tr>
<tr>
<td>R11</td>
<td>Total Debt/Total Assets (TD/TA)</td>
<td>R31</td>
<td>Cash/Total Operating Expenditure (Cash/TOE)</td>
</tr>
<tr>
<td>R12</td>
<td>Fixed Cost/Total Assets</td>
<td>R32</td>
<td>Earnings Before Interest Depreciation and</td>
</tr>
</tbody>
</table>


The discriminators identified in the present study align with the findings of Beaver (1966) that non-parametric analysis resulted in five ratios namely Cash flow to total debt, Net income to total assets ratio along with two other ratios discriminating between non-sick and sick companies; Gupta (1983) on the basis of a simple non-parametric test found that Operating Cash flow to (Total Assets + Depreciation), Net Worth to Total Tangible Assets and EBDIT to (Total Assets + Depreciation) as few of the seven ratios having differentiating power. The results of the discriminators of the present study support the findings of Altman (1968) where four out of five ratios of Altman’s Z score model are found to be discriminating between non-sick and sick companies.
3.3 Determination of Predictors for Industrial Sickness

After identifying the discriminating financial ratios, the procedure was conducted to identify the financial ratios that are significant in the prediction of industrial sickness. This section is emphasizing on the other objective of determination of financial ratios that are important in prediction of bankruptcy. We have used canonical correlation analysis, Wilk’s Lambda and mean difference of 41 financial ratios to identify significant predictors.

From this analysis, we found two sets of ratios which have emerged as the predictors. Out of these two sets, one set is having 16 ratios and another set is having 22 ratios. Following discussion focuses on identification of the financial ratios which are significant predictors of industrial sickness.

3.3.1 Canonical correlation is used for ratio selection in present study

The canonical correlation for each ratio of solvent and insolvent company is calculated. Initially, we found 22 linear combinations (22 ratios for solvent and insolvent companies) out of 41 ratios that maximize the correlations between the members of each canonical variate pair. Then we adopted a method of substituting or removing a ratio out of these 22 pairs to find out how the canonical correlation changes. After substituting the pairs of ratios, we found that there are other 16 linear combinations for which the correlation is very high. If the ratios were reduced more than 16, the correlation was affected. Therefore, we identified the values of two sets of linear combinations where canonical correlation for 16 and 22 ratios clearly show that they are highly correlated.

These two groups of ratios which were identified as predictors contain partly the same variables. There are 16 financial ratios which are same in both the groups and 6 other ratios were identified on the basis of significant canonical correlation and added in the group of 16 ratios to make 22 ratios. Furthermore, these 16 ratios and 22 ratios of the firms were used as predictors to develop different models i.e. a model using 16 ratios and a model using 22 ratios to check which model has a better predictive ability.

3.3.2 Wilk’s Lambda is used in the study

Wilk’s Lambda was calculated for 16 and 22 ratios both. The value for 16 ratio is 0.47593 and 22 ratio is 0.38993. The inputs are the 16 dimensional or 22 dimensional vectors of average data of solvent and insolvent companies for last 5 years.

3.3.3 Mean Difference is used in the study

Average of each ratio is taken for last five years for solvent and insolvent companies. The ratios which showed the highest difference between two classes were selected as predictors.

Out of the 41 ratios which were identified as discriminators, there are 22 ratios which have emerged as significant predictors based on canonical correlation, Wilk’s Lambda and mean difference. The findings of the study are supporting the results of Datta (2013) who had used canonical correlation to identify the financial ratios which are emerging as discriminators and predictors. In the same study, Wilk’s Lambda was used to determine predictors. The findings
of the study are also in line with the findings of the study done by Mahalkshmi A. (2013) who had used Wilk’s Lambda, Pillai’s trace and MANOVA for identifying predictors. The 22 ratios which have emerged as predictor ratios are shown in the table below.

Table 3: Summary of Financial Ratios Identified as Predictors

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description of Ratios</th>
<th>Variable</th>
<th>Description of Ratios</th>
</tr>
</thead>
<tbody>
<tr>
<td>R₁</td>
<td>CR</td>
<td>R₁₂</td>
<td>NS/Debtors</td>
</tr>
<tr>
<td>R₂</td>
<td>QR</td>
<td>R₁₃</td>
<td>NS/Inv.</td>
</tr>
<tr>
<td>R₃</td>
<td>FC/TA</td>
<td>R₁₄</td>
<td>NA/QA</td>
</tr>
<tr>
<td>R₄</td>
<td>CL/TA</td>
<td>R₁₅</td>
<td>NS/FA</td>
</tr>
<tr>
<td>R₅</td>
<td>PAT/CE</td>
<td>R₁₆</td>
<td>Cash/TOE</td>
</tr>
<tr>
<td>R₆</td>
<td>PAT/NW</td>
<td>R₁₇</td>
<td>PBDIT/NS</td>
</tr>
<tr>
<td>R₇</td>
<td>TTA/CD</td>
<td>R₁₈</td>
<td>OCF/NS</td>
</tr>
<tr>
<td>R₈</td>
<td>TTA/LTD</td>
<td>R₁₉</td>
<td>NW/TD</td>
</tr>
<tr>
<td>R₉</td>
<td>Cash/TTA</td>
<td>R₂₀</td>
<td>EBITD/(TA+DEP)</td>
</tr>
<tr>
<td>R₁₀</td>
<td>QA/TTA</td>
<td>R₂₁</td>
<td>OCF/(TA+DEP)</td>
</tr>
<tr>
<td>R₁₁</td>
<td>CA/TTA</td>
<td>R₂₂</td>
<td>NW/TTA</td>
</tr>
</tbody>
</table>

These 22 ratios are used to construct models using MDA technique where one model was created using the first 16 ratios in the above list and another model was constructed using all 22 ratios by including the remaining 6 ratios. For models using MDA + PCA and neural networks, we have used 22 ratios.

4. Development of Models

4.1 Multi Discriminant Analysis

MDA based model was first propounded by Altman (1968) as multivariate model on the basis of 5 financial ratios which had become a widely accepted tool for prediction of industrial sickness. The model construction on the basis of MDA is based on the empirical studies done by Altman (1968), Srivastava and Yadav (1986), Altman (1977) etc.

MDA is used when Dependent Variable is categorical and Independent Variables are metric.
In our case, dependent variable is the solvency of a company which is categorical and independent variables are company’s different financial ratios.

MDA drives variate that best distinguishes between priori groups. MDA sets variate’s weights to maximise between group variance rather than within group variance. Thus it creates the large distance between the groups.

In MDA, with the help of derived coefficients of each of the independent variables, a J score is calculated. Average J score of a group gives the centroid. Thus the classification J score is determined by cutting scores which are derived from group centroids.

MDA is a technique for measuring the probability of insolvency. This method assigns independent observations to groups defined by a qualitative feature as sick or non-sick. For this purpose, MDA develops a linear combination of inputs which can be called discriminating variables between the groups. MDA works as a classification technique with a capacity to analyse the descriptive importance of financial ratios. The percentage of firms which are correctly classified on the basis of such discriminant function shows the explanatory power of the model which is equivalent to R² in the regression equation.

In the MDA based model, multivariate Gaussian distribution is used to generate data using each class. The data (X) is assumed to have a normal distribution. In case of a linear MDA, each class will have equal covariance matrix in the model but the mean values will differ. Whereas in case of quadratic MDA, each class will have different covariance and mean values.

4.1.1 Model Preparation
In the MDA based model, multivariate Gaussian distribution is used to generate data using each class. The data (X) is assumed to have a normal distribution. In case of a linear MDA, each class will have equal covariance matrix in the model but the mean values will differ. Whereas in case of quadratic MDA, each class will have different covariance and mean values.

In the first step, sample mean will be calculated for each class for linear MDA. After that, sample covariance will be calculated by subtracting the mean of each class from the observations of that class and considering the experimental covariance matrix. It does not use prior probabilities or costs for fitting.

The weighted classifiers will be constructed in the model by adopting the following procedure. Suppose $M$ is an $N$-by-$K$ class membership matrix:

$M_{nk} = 1$ if observation $n$ is from class $k$

$M_{nk} = 0$ otherwise.

The estimated mean value of the class for un-weighted data
Calculation of natural generalization for weighted data having positive weights $W_n$

\[ \mu_k = \frac{\sum_{n=1}^{N} M_{nk} X_n}{\sum_{n=1}^{N} M_{nk}} \]  

(1)

The unbiased estimate of the pooled-in covariance matrix for un-weighted data is

\[ \sum = \frac{\sum_{n=1}^{N} \sum_{n=1}^{N} M_{nk} (x_n - \mu_k)(x_n - \mu_k)^T}{N - K} \]  

(3)

For quadratic discriminant analysis, model uses $K = 1$.

For weighted data, assuming the weights sum to 1, the unbiased estimate of the pooled-in covariance matrix is

\[ \sum = \frac{\sum_{n=1}^{N} \sum_{n=1}^{N} M_{nk} W_n (x_n - \mu_k)(x_n - \mu_k)^T}{1 - \sum_{k=1}^{K} \frac{W_k^2}{W_k}} \]  

(4)

Predictor uses three quantities to classify observations: Posterior Probability, Prior Probability, and Cost. Predict classifies so as to minimize the expected classification cost:

\[ \hat{y} = \arg \min_{k=1}^{K} P(k|x)C(y/k) \]  

(5)

Where

- $\hat{y}$ is the predicted classification.
- $K$ is the number of classes.
• $P(k/x)$ is the posterior probability of class $k$ for observation $x$ and

• $C(y/k)$ is the cost of classifying an observation as $y$ when its true class is $k$.

The space of $X$ values divides into regions where a classification $Y$ is a particular value. The regions are separated by straight lines for linear discriminant analysis.

**Posterior Probability**

The posterior probability that a point $x$ belongs to class $k$ is the product of the prior probability and the multivariate normal density. The density function of the multivariate normal with mean $\mu_k$ and covariance $\Sigma_k$ at a point $x$ is

$$P(x/k) = \frac{1}{(2\pi)^{p/2} |\Sigma_k|^{1/2}} \exp\left(-\frac{1}{2} (x - \mu_k)^T \Sigma_k^{-1} (x - \mu_k)\right)$$  \hspace{1cm} (6)

Let $P(k)$ represent the prior probability of class $k$. Then the posterior probability that an observation $x$ is of class $k$ is

$$\hat{P}(k/x) = \frac{P(x/k)P(k)}{P(x)}$$  \hspace{1cm} (7)

Where $P(x)$ is a normalization constant, namely, the sum over $k$ of $P(x/k) P(k)$.

With DA grouping and classification, two costs are associated, i.e. the true misclassification cost per class and the anticipated misclassification cost per observation. The cost of classifying an observation into class is $b$ if its true class is $a$ where it is cost $(a, b)$. In other words, the cost is 0 for correct classification, and 1 for incorrect classification.

After you create a classifier objective you can set a custom cost using dot notation:

Objective Cost = L;

$L$ is a square matrix of size K-by-K when there are K classes. You do not need to retrain the classifier when you set a new cost.

**Anticipated Misclassification Cost per Observation.**

Each row of the cost matrix contains the expected (average) cost of classifying the observation into each of the K classes. Cost $(n,k)$ is

$$\sum_{i=1}^{k} \hat{P}(i/X_{new}(n))C(k/i)$$  \hspace{1cm} (8)

Where

• $K$ is the number of classes.

• $\hat{P}(i/X_{new}(n))$ is the posterior probability of class $i$ for observation $X_{new}(n)$.

• $C(k/i)$ is the cost of classifying an observation as $k$ when its true class is $i$. 
Back et al. (1996) stated that MDA focuses to construct a linear combination of predictors which are able to discriminate between groups of sick and non-sick companies. It may be achieved through maximization of between the group variance as compared to within the group variance. This association can be explained by the Fisher’s discriminant function in the following form:

\[ J(w) = \frac{w^T \left( \sum_{i} (x_i - \mu)^T (x_i - \mu) \right) w}{w^T \left( \sum_{i} \sum_{i \neq c} (x_i - \mu_c)^T (x_i - \mu_c) \right) w} \] (9)

In the process, sample mean will be calculated for each class for linear MDA. After that, sample covariance will be calculated by subtracting the mean of each class from the observations of that class and considering the experimental covariance matrix. It does not use prior probabilities or costs for fitting.

Three MDA functions are constructed using the methodology described above. These models are constructed using a set of 16 ratios, a set of 22 ratios and a set of 22 ratios along with PCA. These models are named as J - Score models and the threshold limits/cut-off points for all the models are identified which results in minimum number of misclassifications. The discriminant function used in this study indicating the linear combination of independent variables as follows:

\[ J = a_0 + a_1x_1 + a_2x_2 + \ldots + a_nx_n \] (10)

Hair et al. (2006) defined the threshold limits as the dividing point which will be used to categorize observations into groups based on the function scores. The threshold point between two groups is calculated on the basis of the group centroids and size of the groups. The optimum threshold limit assuming equal size of two groups with prior probabilities of 0.5 can be calculated as follows:

\[ \text{Cut - off} = \frac{N_A Z_B + N_B Z_A}{N_A + N_B} \] (11)

The above formula shows the optimal cut off score between groups A and B, where \( N_A, N_B \) are sizes of group A and B, \( Z_A, Z_B \) are centroids for both groups A and B, respectively.

The J Score thresholds/cut-off points for three models are given below:

- **16 Ratio Model using MDA:** Threshold=0
- **22 Ratio Model using MDA:** Threshold=0.33
- **MDA+PCA Model using 22 ratios:** Threshold=0.3

The major disadvantages of MDA over other methods include statistical or methodological issues which hinders the practical applicability of the models. Such issues include (i)
dispersions of the group, (ii) the classification error estimations, (iii) the costs of misclassifications and appropriate a priori probabilities, (iv) dimension reduction, (v) the distribution of variables, (vi) the groups’ definitions, and (vii) the inference of variable’s significance.

4.2 Principal Component Analysis (PCA)

Principal Component Analysis is a technique used to express a relationship in the data when there are many variables and a significant relationship can be developed. PCA as a technique helps us to reduce the large number of variables with much lesser number of variables that represents the same data more effectively. In this study, we have used PCA as a dimension reduction technique. Such lesser number of simulated/synthetic variables are called principal components.

PCA is a way of identifying patterns in data, and expressing the data in such a way as to highlight their similarities and differences. Since patterns in data can be hard to find in data of high dimension, where the luxury of graphical representation is not available, PCA is a powerful tool for analysing data.

The other main advantage of PCA is that once you have found these patterns in the data, and you compress the data, i.e. by reducing the number of dimensions, without much loss of information.

The previous studies by Alici (1996) and Rekha Pai, Vijayalakshmi Pai and Annapoorani (2006) on the application of Principal Component Analysis (PCA) for the prediction of industrial bankruptcy has shown potential of PCA in prediction of industrial sickness. As per their study, PCA not only works as a method for dimension reduction but also shows better predictive ability. In the present study, PCA had been adopted for the pattern recognition, dimension reduction and prediction of industrial sickness.

PCA is a useful statistical technique for pattern recognition and data compression. PCA makes use of multiple statistical concepts like

A. Standard Deviation
B. Variance and Covariance
C. Eigen Vectors and Eigen Values

PCA is a way of identifying patterns in data, and expressing the data in such a way as to highlight their similarities and differences. Since patterns in data can be hard to find in data of high dimension, where the luxury of graphical representation is not available, PCA is a powerful tool for analysing data.

The other main advantage of PCA is that once you have found these patterns in the data, and you compress the data, i.e. by reducing the number of dimensions, without much loss of information.
4.2.1 PCA Procedure

a. We have collected the data of the sample and stored it in a matrix form. For the purpose of PCA, mean was subtracted from the data. Mean values for each dimension were calculated and subtracted from corresponding dimension. This way a data set of zero mean value is created. Then we created covariance matrix of the prepared data set was calculated. Thus if data set has n direction then covariance matrix will be a square matrix of size n.

b. As Covariance matrix is a square matrix, its Eigen Vector and Eigen Value can be calculated. Eigen Vector is a square matrix of size n. Eigen values is a vertical vector of size 1Xn.

c. Every eigenvector would be a column vector with as many elements as the number of variables in the original dataset. Thus if we had an initial dataset of the size T x n (recall: rows are the observations, columns represent variables, and therefore we have T observations of n variables), the covariance matrix would be of the size n x n, and each of the eigenvectors will be n x 1. Eigen value clearly indicates that not all of the Eigen Vectors were contributing significantly.

d. The eigenvalues for each of the eigenvectors represent the amount of variance that the given eigenvector accounts for. We arrange the eigenvectors in decreasing order of the eigenvalues, and pick the top 2, 3 or as many eigenvalues that we are interested in depending upon how much variance we want to capture in our model. If we include all the eigenvectors, then we would have captured all the variance but this would not give us any advantage over our initial data.

e. Thus Eigen Vectors having higher Eigen Values were selected as Feature Vector. Now as few Eigen Vectors were selected, the data can be transformed to lower dimensional data. Below is the formula to calculate final data.

\[
\text{Final Data} = \text{Transpose of Feature Vector Matrix} \times \text{Transpose of Mean Adjusted Data}
\]

4.2.2 How PCA is useful for ratio selection:

Eigen Values shows the contribution of each Eigen Vector in the data set. As we have seen that with the help of Eigen Values, we can determine most contributing Eigen Vectors i.e. Feature Vector.

The dimension of vector can vary from 1 to n (dimension of original data set). Thus when data set is multiplied with Feature Vector then the resulting matrix is of same dimension as Feature Vector. The original data of n dimension is now transformed over a new m (n-m) dimension space. This is how PCA is useful for Ratio Reduction.

We have used PCA in combination with MDA with 22 ratios. PCA Matrix for all the companies for the selected 22 ratios is calculated with the help of methodology discussed.

4.3 Artificial Neural Network (ANN)

Artificial neural networks are non-parametric and flexible tools for estimation and
classification. ANNs are capable of performing complex function mapping with desired accuracy. Neural networks (ANNs) are composed of layers of several computing elements called nodes or neurons. Every node receives a signal called inputs from other nodes and after processing inputs through a transfer function, a transformed signal is sent to other nodes for final result. ANNs are different by network architecture. There is input layer, hidden layers and output layer in a neural net. Every layer can have different number of neurons/nodes. The nodes and layers are built in a feed forward method. A multi-layer feed forward network with an input layer, one hidden layer and output node is shown in the figure below. The three layer feed-forward neural network is commonly used for bankruptcy prediction in previous studies such as Wilson and Sharda (1994), Tam and Kiang (1992), and Wilson and Sharda (1994).

In a statistical model, parameters or weights of an ANN is required to be estimated. The process of discovering these weights is referred as training. The training of neural network is critical for estimation problem.

In the training of neural networks, patterns and examples are introduced to the first or input layer of ANN. The activated values of the input layer nodes are weighted and subsequently accumulated in the hidden layer node. The weighted sum is then transferred by a suitable transfer function in the nodes activation value. Subsequently, it is then treated as an input into the nodes in the final or output layer. Afterwards, an output value gets achieved to match the value desired. The training process of an ANN minimizes the deviation between the neural net output and known targets.

4.3.1 Application of Neural Networks for Bankruptcy Prediction

Neural Networks have been a tool of interest for many business applications including insolvency forecasting/industrial sickness in few decades. ANN models have already been used successfully for many financial problems including bankruptcy prediction Trippi (1993), Zahedi (1996). Many researchers in bankruptcy forecasting including Lacher et al. (1995), Wilson and Sharda (1994), Tam and Kiang (1992), and Wilson and Sharda (1994) report that neural networks produce significantly better prediction accuracy than classical statistical techniques. The model based on ANN constructed for prediction of industrial sickness in this study is feed-forward multi layered back propagation neural network.

For construction of ANN, the data is randomly divided into a training set and a test set which is generally known as in-sample and out-of-sample set. The training set is generally used for training of the neural network whereas the test set is used to evaluate the predictive capability of the model. Neural networks contend with the genetic structures in a streamlined way (Bischof et al., 1992).

In reality, the ANN are internally multivariate mathematical models that use iterative procedures processes to minimize error functions. Artificial neurons, as well as biological ones, are defined to be in state of activation at all times, which can be expressed by a numeric value corresponding to the formula:
\[ a = \sum_{i=1}^{n} w_i x_i \]  

(12)

Being \( x_i \) the value of from each previous neuron activation layer, and \( w_i \) the weight assigned to that value. A transfer or output function transforms this value into an output signal that travels through the connections to other neurons of the subsequent levels, eliminating the linearity of the network and limiting values within a certain range.

In this study, a three-layer feed-forward back propagation neural network was used. The structure of the ANN was including 3 layer i.e. input layer, hidden layer and output layer.

In this study, based upon the selection of inputs, 22 ratios were selected as input variables. The neural net had one hidden layer with 22 nodes and output node. There was one output node which will be indicating the J score. The network was run for 10,000 iterations for making predictions. Desai and Joshi (2015).

There are no rules to follow as far as the architecture of the neural net is concerned. The architecture of the neural net would depend upon the forecasting objective. In a neural network, if too complex architecture is used, then the problem of over fitting would harm the forecasting ability. Too simple a network would result in loose estimation and thus would deteriorate the predicting capabilities. The architecture of the neural network for effective forecasting is a process of trial and error. Based upon the complexities of data, the neural network used in the study has three layers as mentioned above. If the results of the training on out of sample data is not effective, there would be a need to increase or decrease the complexity of the neural net but the basics of the feed-forward network with back propagation algorithm would remain the same.

In this study, the functional form is generated by using a multi-layered feed forward artificial neural network. Artificial neural networks (ANNs) are simplified models of the interconnections between cells of the brain. In fact they are defined by Wasserman and Schwartz (1988) as "highly simplified models of the human nervous system, exhibiting abilities such as learning, generalization and abstraction.” Hawley, Johnson and Raina (1990) studied that “such models were developed in an attempt to examine the manner in which information is processed by the brain. These models have, in concept, been in existence for many years but the computer hardware requirements of even the most rudimentary systems exceeded existing technology.”

The quality of the data has a high impact on the performance and the reliability of the ANN. The neural networks recognize the patterns of the data to a great extent which influence the accurateness of the outcome. The pre-processing of the input variable of the NN enables de-trending of the figures and explain the important relationship to provide appropriate process of learning. During the learning process, the ANN identifies weights for the input variables. A non-linear scaling method is adopted for the improvement of the network’s performance.
The figure 1 above represents a feed forward Artificial Neural Network with five input nodes in the input layer, five nodes in the hidden layer and one node in the output layer. There are no rules available on the architecture of an ANN for forecasting of insolvency. The structure of an ANN is developed based on experimentation. High complexity in the architecture can result in over fitting and low complexity can result in loss of learning. For this study a similar three layer ANN with one input layer, one hidden layer and one output layer has been used. The input layer has 22 nodes, hidden layer has 22 nodes and output layer has one output node. This three layer feed forward is commonly used ANN for insolvency prediction and estimation. During the study the neural network was tested with 0, 5, 10, 15 and 22 nodes in the hidden layer, the ANN with 22 nodes in the hidden layer was found to be more suitable in the study.

5. Analysis and Validation of Models

The models are developed on 80 firms split into two categories (solvent/insolvent) of 40 each. Out of the total sample size, we have used a sample of 50 firms (25 firms of each category) as the training sample. Whereas the remaining 30 companies were used as the holdout or validation sample. The firms selected for the training set were based on the weightage of a particular industry in the entire sample. The predictive ability of the models was found to be very high on the validation sample. The following table shows the predictive ability of the models on the entire sample including the training sample as well as validation sample.

The models show that there are 22 financial ratios which have emerged as predictors of industrial sickness out of which two models were developed using MDA i.e. model using 16 ratios and model using 22 ratios. Then using these 22 ratios models were developed using MDA + PCA and ANN. All the models used the training and out-of-sample test for validating the model results.
Table 4. Models for Prediction of Industrial Sickness

<table>
<thead>
<tr>
<th>Models</th>
<th>Correct Classifications - Solvent Firms</th>
<th>Correct Classifications - Insolvent Firms</th>
<th>Overall Correct Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDA based Model using 16 Ratios</td>
<td>J = 2.6068 - 3.9099 R₁ + 4.5035 R₂ + 0.1997 R₃ - 12.9819 R₄ + 0.0289 R₅ + 0.1985 R₆ + 0.0033 R₇ - 0.0018 R₈ + 20.6122 R₉ - 3.8964 R₁₀ + 7.9591 R₁₁ + 0.0305 R₁₃ + 0.1488 R₁₂ + 0.494 R₁₄ + 0.0795 R₁₅ - 12.6974 R₁₆</td>
<td>95%</td>
<td>80%</td>
</tr>
<tr>
<td>MDA based Model using 22 Ratios</td>
<td>J = -0.6039 - 5.4072 R₁ + 5.1417 R₂ - 2.692 R₃ - 12.6854 R₄ + 0.4379 R₅ + 0.2299 R₆ + 0.1946 R₇ - 0.0024 R₈ + 19.8018 R₉ - 12.2403 R₁₀ + 11.4643 R₁₁ + 0.0038 R₁₂ - 0.1788 R₁₃ + 0.5525 R₁₄ + 0.5273 R₁₅ - 10.1682 R₁₆ + 1.7545 R₁₇ + 1.5981 R₁₈ - 0.0039 R₁₉ + 12.3612 R₂₀ + 5.8985 R₂₁ + 8.2321 R₂₂</td>
<td>87.5%</td>
<td>95%</td>
</tr>
<tr>
<td>MDA+ PCA based Model using 22 Ratios</td>
<td>22X22 Matrix</td>
<td></td>
<td>85%</td>
</tr>
<tr>
<td>ANN based model using 22 ratios</td>
<td>Artificial Neural Network Model</td>
<td></td>
<td>84%</td>
</tr>
<tr>
<td></td>
<td>ANN Algorithm: Back Propagation</td>
<td></td>
<td>Structure:</td>
</tr>
<tr>
<td></td>
<td>3 Layers (Input, Hidden, Output)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
22 Neurons in input layer
22 Neurons in hidden layer
1 Neuron in output layer (J Score)

The network was run for 10,000 iterations for making predictions.
Observations used for training: 302
Out of sample prediction was tasted on: 100 observations

The present study shows that different models developed using different methodologies deliver different prediction accuracy results and misclassification errors respectively. The previous research works also exhibited different results of prediction accuracy and misclassification errors when different sets of financial ratios were employed.

This study concludes that out of the four proposed models, predictive ability of MDA based model using 22 ratios is found to be highest. MDA based model using 22 ratios shown the predictive accuracy of 91.25% followed by the PCA+MDA model with an accuracy of 90%. The ANN based model is able to predict the industrial sickness in two years advance with the predictive accuracy of 86%.

These models constructed and validated are preferred over the existing empirical models like Altman (1968) and Ohlson (1980). Altman’s Z score model and the logit model of Ohlson were estimated on the same sample used in the study and they gave the predictive accuracy of 78% and 81% respectively. Therefore, the comparison of empirical analyses is done on the basis of rejection rates of the same sample and not on the basis of the rejection rates from the literature on different samples.

The results of these models are in line with the previous studies though other studies have considered different sets of financial ratios; Mohamed, Li and Sanda (2001) found leverage ratio and efficiency ratio (total asset turnover) to be significant in explaining bankruptcy during the period 1987 to 1997 (Abdullah, Halim, Ahmad and Rus., 2008) Mine and Hakan (2006) identified EBITDA/total assets as the most important predictor of financial distress in both MDA and Logit models; Sharma and Rao (1976) arrived at a discriminant function using MDA, that comprised of five financial ratios namely, net worth to total assets, debtors turnover, working capital to total assets, retained earnings to total assets and EBIT to total assets. Gupta (1983) by employing Discriminant analysis, found that net worth to short and long term debt and all outside liabilities to tangible assets were useful. Patrick (1932) reported that two significant ratios were Net Worth to Debt and Net Profits to Net Worth.

The present study shows that different models developed using different methodologies deliver different prediction accuracy results and misclassification errors respectively. The previous research works also exhibited different results of prediction accuracy and misclassification errors when different sets of financial ratios were employed; Deakin (1976)
employed MDA with 14 factors and found that the failed firms had 77%, 96%, 94%, 91% and 87% prediction accuracy in the years before failure and non-failed firms showing 82%, 92%, 82%, 67% and 78% in respective years. Ohlson (1980) Logit model was employed with 9 factors, 96% accuracy in both found that when was observed. Aziz, Emanuel and Lawson (1988) found bankrupt firms showing prediction accuracy of 85.7% in 1 79.6% in 3rd year, 81.3% in 4th and 84.8% in 5th used Logit analysis and ear, year prior to sickness whereas non-bankrupt firms showing 98.0%, 83.7%, 77.6%, 79.2% and 76.7% in respective years. Dimitras, Slowinski, Susmaga and Zopounidis (1999) MDA resulting in bankrupt firms with accuracy at 63.2%, 42.1% and 36.8% in the 1st, 2nd and 3rd years prior to sickness and non-bankrupt firms at 68.4%, 63.7% and 73.7% in respective years and Logit model resulting in bankrupt firms with prediction accuracy of 63.2%, 31.6% and 36.8% and non-bankrupt firms at 57.9%, 84.2% and 84.2% in respective years.

6. Implications

Bankruptcy prediction is an interesting and important problem. A better understanding of the causes and prediction accuracy will have tremendous financial and managerial consequences. This study provide bankruptcy prediction models for multiple industries. This study focuses on independent variables which can be used to predict bankruptcy for firms in various industries such as textile, cement, electrics, pharmaceuticals, consumer food etc. The use of these models for bankruptcy prediction had shown several advantages and bankers, credit managers, executives, and investors.

Industrial sickness has become a severe problem requiring a comprehensive redressal rather than inventing quick fixes to revive sick/insolvent firms. The progressive increase in industrial sickness has been causing considerable concern to the Government, Financial Institutions and Banks. This study has a huge commercial impact as these models can be used by the financial institutions and banks in their credit appraisal procedure. The banks and financial institutions can improve the quality of their lending which can help them reduce their non-performing assets. These models will assist the lenders to classify the borrowing units into a potentially solvent or insolvent category. However, it should not be the only means of credit evaluation. Other important non-accounting variables such as the purpose of the loan, maturity of the loan, security involved and deposit status of the applicant should also be considered along with the model score.

This study may also be used for evaluating the repayment behavior of a borrower. This will assist the lenders and enable them to tighten their grip of inspections to force the units to improve their performance.

These models will be able to reduce the locking up of financial resources, wastage of capital assets, loss of production and decrease in employment. This study tries to bridge the gap between theory and practice. These models can be used to check the firm’s future health and survival. This study shows a coherent framework consisting of the dynamics of sickness and a forewarning system which can identify the incidence of sickness in different industries so that timely action can be taken. It can also be used for the purpose of teaching various parameters which can lead to industrial sickness or corporate insolvency, how the
intervention can be made which may involve change in management of the firms or funding by other organisations to prevent further sickness. These models can be used to stem further growth of industrial sickness in the country which may influence the quality of life.

The models may be used by the potential investors for screening out undesirable investments. Since the models are of predictive nature, the investors may use it for portfolio selection.

7. Limitations of the Study

A number of limitations of the study and needs for the future research must be noted. The results of the models should be read with caution as only financial ratios were used as quantitative variables. There may be other qualitative and quantitative variables which can be included. Another limitation of this study is that there are four different models using different techniques which have their advantages and disadvantages. A major limitation of this study is that the prediction models constructed include the use of 22 ratios. Models with such huge number of ratios as inputs make them more complicated. This study includes the sample of listed manufacturing companies in India and the service sector companies, small and medium enterprises are out of the scope of the study which can be considered as the limitation of the study.

Another limitation of this study is the possibility of the model to be extended for general application. We are of the opinion that these models can be generalized to other industries in India but these models may not be generalized for other time periods or other countries. This is a major limitation of this study as we have used a relatively smaller sample and a particular year of defaults.

8. Conclusion

The models which are constructed and validated in the study show that there are 22 financial ratios which have emerged as predictors of industrial sickness out of which two models were developed using MDA i.e. model using 16 ratios and model using 22 ratios. Then using these 22 ratios models were developed using MDA + PCA and ANN.

Beyond all this, ANN based model has shown better results than other models in another sense. Where MDA based models give the score of the year on the basis of which prediction regarding industrial sickness can be made for the next year. Whereas ANN based model gives you the predicted results (score) of the next year on the basis of which the industrial sickness can be predicted for the next 2 years. For example, MDA based model in the present study gives the J score of the year 2014 on the basis of which the sickness can be predicted for the year 2015. On the other side, ANN based model gives you the results/score of the year 2015 on the basis of which the sickness can be predicted for the year 2016. In other words, ANN based model was able to predict the sickness two years in advance as compared to other models which were predicting sickness in one year advance. Thus, ANN model is having more accuracy than other models.

Out of the four proposed models, predictive ability of MDA based model using 22 ratios is found to be highest. The research findings establish the superiority of artificial intelligence
model over discriminant analysis if certain functions and weights are changed and demonstrate the significance of accounting ratios in predicting default.

**9. Scope for Further Research**

The most imperative area for further research is to extend these models to service sector firms. An attempt can be made to extend the analysis to private limited companies and unincorporated entities where the incidence of failure is more than big corporations.

Another valuable development can be made by including non-financial measures such as operational and technical parameters which may improve the results. A combination of these parameters can be used for early detection of sickness.

Statistical methods have been applied to many areas, but the development of a new algorithm is difficult. SVMs (Support Vector Machines) have powerful generations, but have little explanation ability. Future research is needed to develop a hybrid system integrating various forecasting tools such as the statistical methods and AIs. More works need to be done in prototype development and actual applications need to be empirically tested before the full potential of ANN can be asserted. Further research can be done to check whether employment of PCA with logit can produce better predictive performance. Investigation on bankruptcy prediction models for service industry firms can also be valuable.
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