Prediction of the Moving Direction of Google Inc. Stock Price Using Support Vector Classification and Regression
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Abstract
Forecasting the short-term trend of a stock market has long been a big challenging task. Parameters of stock markets, including open/close prices, daily-high/low prices and trading volumes, were frequently used in previous studies to forecast the stock market. Basing on the fact that the moving direction of these parameters have certain inertia within short-term period, we here explored the potential application of the moving trends of these parameters within 4 different time periods (5, 15, 30 and 45 trading days respectively) for forecasting the movement direction of stock price of Google Inc. by using support vector classification (SVC) and support vector regression (SVR). We found that among the 4 different time periods tested, the moving trend within 30 days has the best accuracy on the prediction of the stock price of Google Inc., and using SVC and SVR combination improved the prediction performance. These results indicated that moving trends of stock transaction data within a certain time period have good inertia and are thus useful for forecasting the moving direction of stock price.
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1. Introduction

Analysis of stock market, including the stock price forecasting, has long been an intriguing topic for both investigators and researchers. Fundamental analysis and technical analysis are the two main stock analysis strategies used to forecast the future stock price movements (Murphy, 1999; Turner, 2007). Fundamental analysis attempts to predict the price of a particular stock by studying the company fundamentals such as revenues, annual growth rates, and potential competitors (Murphy, 1999). Technical analysis, on the other hand, is solely based on the study of stock market's historical data or pattern, including price, volume action and technical indicators (Turner, 2007). Both approaches have their own Pros and Cons. Generally, fundamental analysis is favored for longer time frames, while technical analysis is considered as a better style for short-term trading.

Forecasting the short-term trend of a stock market is still a big challenging task nowadays. This is because that stock market is noisy, chaotic, nonparametric and non-linear in nature, and many external entities like politics, human psychology/behavior, liquid money and related news influence the direction of the stock market (Abu-Mostafa and Atiya, 1996). Recently, a lot of interesting work has been carrying on in the area of applying machine learning algorithms, including support vector machine (SVM), for analyzing price patterns and predicting stock prices and index changes (Yang et al., 2002; Grosan and Abraham, 2006; Chen et al., 2006; Sapankevych and Sankar, 2009; Kao et al., 2013; Kazem et al., 2013; Zhi-gang et al., 2013). The advantage of SVM is that it is able to reach the global optimum and is resistant to the undertraining or overtraining problems (Yoo et al., 2005; Chen et al., 2006; Sapankevych and Sankar, 2009). This machine learning method has been successfully used for stock return predictions in several financial areas (Yang et al., 2002; Chen et al., 2006; Sapankevych and Sankar, 2009; Kao et al., 2013; Kazem et al., 2013).

Parameters of stock markets, including open/close prices, daily-high/low prices and trading volumes, were frequently used in previous studies to forecast the stock market (Lildholdt, 2002; Fiess and MacDonald, 2002; Corwin and Schultz, 2012; Fuertes and Olmo, 2013). Considering that the moving trends of these parameters may have certain inertia within short-term period, we hypothesized that the moving direction of these parameters would be better than the original parameters themselves for predicting the short-term stock price. To test this hypothesis, in this study we explored the potential application of the moving trends of these stock parameters to forecast the movement direction of stock price of Google Inc. by using support vector classification (SVC) and support vector regression (SVR), two main SVM application forms.

The remaining sections of this report are organized as following: section 2 provides a brief overview of the SVM algorithms; Section 3 describes the experiment design; Section 4 reports and discusses the experiment results; Section 5 summarizes the whole report.

2. Methodology

2.1 The basic ideas of SVC and SVR

SVMs, a set of supervised learning algorithms developed by Vapnik and his co-workers, are characterized by usage of kernels, absence of local minima, sparseness of the solution and
capacity control obtained by acting on the margin or on number of support vectors (Vapnik, 1995). According to the purposes, SVMs can be divided into SVC, SVR, and ranking SVM. SVC performs classification by finding the hyperplane that maximizes the margin between the two classes in high- or infinite-dimensional space. SVR is extended from SVM and performs regression in the high-dimension feature space using insensitive loss. Both SVC and SVR are widely used in various areas and continue to be two of the most successful machine learning algorithms. An overview of the basic ideas of SVC and SVR was described in detail in reference (Yoo et al., 2005). Briefly, for a two-class classification problem, we can assume that we have a set of input data points \( x_i \in \mathbb{R}^d (i = 1, 2, ..., N) \) along with each point’s classification \( y_i \), where \( y_i \) can take on one of two possible values: -1 or 1. The linear support vector machine is defined as the following optimization problem:

\[
\min_{w} \frac{1}{2} w^T \cdot w + C \sum_{i=1}^{l} \xi_i \\
\text{s.t. } y_i (w^T \cdot x_i + b) \geq 1 - \xi_i, \quad \xi_i \geq 0 \quad i = 1...l
\]

where \( \xi_i \) is the error for a given training point \( x_i \), \( w \) is the margin, \( b \) is the offset for the hyperplane, and \( C \) is a constant representing the emphasis that is to be placed on minimizing the error. The solution to this problem results in the following classifier for the prediction of \( f(x) \) in the new sample \( x \):

\[
f(x) = \text{sign} \left( \sum_{i=1}^{l} y_i \alpha_i \cdot K(x, x_i) + b \right)
\]

where \( \alpha_i \) is the parameter coefficient, and \( K(x, x_i) \) is kernel function.

For SVR, it is formulated as minimization of the following functional:

\[
\min_{w, b} \frac{1}{2} w^T \cdot w + C \sum_{i=1}^{l} (\xi_i + \xi_i^*) \\
\text{s.t. } \begin{cases} 
 y_i - (w^T \cdot x_i + b) \leq \epsilon + \xi_i \\
 y_i - (w^T \cdot x_i + b) - \epsilon \leq \xi_i^* \\
 \xi_i, \xi_i^* \geq 0, \quad i = 1...l
\end{cases}
\]

Where \( \epsilon \) is the parameter epsilon and the couple \((x_i, y_i)\) the training Set. Slack variables \( \xi \) and \( \xi^* \) were used to allow some errors to deal with noise in the training data. Once trained, the SVR will generate predictions using the following formula:
\[
f(x) \equiv \sum_{i=1}^{l} (\alpha_i - \alpha_i^*) \cdot K(x, x_i) + b
\]

2.2 Kernel and optimization of kernel parameters

Epsilon-SVR in LIBSVM package, which is developed by Chang et al (2011) and is currently one of the most widely used SVM, was employed for stock price prediction in this study. LIBSVM supports four basic kernel functions (Hsu et al., 2005; Chang and Lin, 2011):

1. Linear Kernel: \( K(x, y) = x \cdot y \)
2. Polynomial Kernel: \( K(x, y) = (\gamma \cdot x \cdot y + \text{coef0})^\text{degree} \)
3. Radial Basis function (RBF) Kernel: \( K(x, y) = \exp(-\gamma \cdot \|x - y\|^2) \)
4. Sigmoid Kernel: \( K(x, y) = \tanh(\gamma \cdot x \cdot y + \text{coef0}) \)

We chose RBF Kernel in our study because of the following factors: 1) RBF kernel has fewer numerical difficulties and can handle the nonlinear models (Hsu et al., 2005); 2) The linear kernel can be regarded as a special case of RBF Kernel; 3) The polynomial kernel has more hyperparameters than the RBF kernel; 4) The sigmoid kernel behaves like RBF for certain parameters (Hsu et al., 2005).

The SVM performance depends on a good setting of two parameters \( C \) and \( \gamma \) (Hsu et al., 2005; Chang and Lin, 2011). Basing on 3-fold cross-validation error, we obtained the best values of parameters \( C \) and \( \gamma \) for SVC and SVR using grid search method.

3. Experiment Design

We chose the internet search giant Google Inc (stock symbol: GOOG) for this study basing on two reasons: 1) Its transaction data is simpler than other stocks since this company has no divide-paying and stock-splitting/combining records; 2) The company has very high volume of outstanding shares and high stock price, making it difficult for the stock price being manipulated. We obtained the transaction data and historical prices of Google Inc. from the date of its initial public offering (Aug 19, 2004) to Dec 31, 2013 from Yahoo Finance (http://finance.yahoo.com). The original dataset contains 6 attributes: date, open price, high price, low price, close price, volumes and adjusted close price. The adjusted close prices are the same as the close price of Google Inc. as the company has never paid divides and the its stock shares have never been split or combined. Figure 1 shows the overall moving trend of the close prices for Google Inc. traded on the NASDAQ exchange from 2004 to 2013.
To examine within which time period the moving trend will be better for prediction of the stock direction, in this study we analyzed the prediction accuracy of the moving trends of GOOG transaction data within 4 different time periods, including periods of 5, 15, 30 and 45 trading days, respectively. The SVM classifiers generated basing on the 4 moving trends are named correspondingly as classifiers 1, 2, 3 and 4, respectively. The moving trend of the transaction data within a time period is defined as the slope (value b) in the regression formula $Y = a + bX$ that is produced by simple linear regression analysis, in which $X$ is the number of trading day (from 1 to 5 for classifier 1, 1 to 15 for classifier 2, 1 to 30 for classifier 3 and 1 to 45 for classifier 4), and $Y$ is the corresponding data (open price, high price, low price, close price or volume) at the corresponding trading date. The obtained slopes of the open prices, high prices, low prices, close prices and volumes of GOOG within 5 (classifier 1), 15 (classifier 2), 30 (classifier 3) or 45 (classifier 4) training days were then used as five input features for SVM to predict the slopes of close price of GOOG in the next 5th, 15th, 30th or 45th days, respectively. The predicted slope of GOOG close price $>0$ represents the stock price rose up during that period, while slope $<0$ means price falling down.

To check the prediction accuracy, the predicted results were compared with the actual data (called indicator). The slope values of the close price of GOOG were directly used as indicators in SVR analysis. In SVC analysis, a Boolean value (1 or -1) that was transformed from the slope values of the close price was used as indicators. Boolean value ‘1’ means the corresponding slope value $>0$, while ‘-1’ means the corresponding slope $<0$.

All the datasets were split into two parts for both SVC and SVR prediction in this study: training set (accounting for about 2/3 of the data) and test set (the rest 1/3 of the data). As large attribute values might cause numerical problems and greater numeric ranges dominating those in smaller numeric ranges (Hsu et al., 2005), we scaled all the data to the range from 1
to 2 using Mapminmax function of Matlab before applying SVM analysis. Figure 1 shows that scaled close prices have the exactly same pattern as that of the original close prices.

The best values for parameter C and $\gamma$ that were obtained by grid search method for each of the SVR perdition classifier are shown in Table 1.

Table 1. SVM parameters and prediction accuracies for different classifiers tested

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Trading days</th>
<th>SVM</th>
<th>Best C</th>
<th>Best $\gamma$</th>
<th>Predicted accuracy Training set Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>SVC</td>
<td>2</td>
<td>16</td>
<td>64.33% (193/300) 50.59% (86/170)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SVR</td>
<td>2</td>
<td>8</td>
<td>65.67% (197/300) 50.59% (86/170)</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>SVC</td>
<td>0.031</td>
<td>0.031</td>
<td>62.00% (62/100) 53.57% (30/56)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SVR</td>
<td>0.313</td>
<td>1</td>
<td>61.00% (61/100) 48.21% (27/56)</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>SVC</td>
<td>90.510</td>
<td>0.707</td>
<td>74.00% (37/50) 62.96% (17/27)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SVR</td>
<td>12.126</td>
<td>0.218</td>
<td>68.00% (34/50) 59.26% (16/27)</td>
</tr>
<tr>
<td>4</td>
<td>45</td>
<td>SVC</td>
<td>5.657</td>
<td>32</td>
<td>93.33% (28/30) 42.86% (9/21)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SVR</td>
<td>1</td>
<td>5.278</td>
<td>70.00% (21/30) 52.83% (11/21)</td>
</tr>
</tbody>
</table>

4. Results and Discussions

4.1 Prediction of moving direction of GOOG price using SVC

SVC analysis gave out a probability value ranging from 0 to 1 for each instance (e.g. moving direction in one trading period). The probability value closing to 1 means that the chance for GOOG stock price rising up is very high, closing to 0 means the great chance of price falling down, while close to 0.5 represents the chance of price rising-up is similar to that of falling down. Figure 2 shows the correlation between the predicted probability values and actual moving trend (slope) across all the instances analyzed. Among the 4 classifiers, the predicted pattern in classifier 3 (slopes within 30 trading days) is the most closest to the actual moving trend and has the highest Pearson’s correlation coefficients (Pearson’s r) in both training and test datasets.
Figure 2. The correlation between the predicted possibility values and actual moving trend (slope) across all the instances (moving direction in one trading period) analyzed by SVC. (A) Classifier 1 (5d). (B) Classifier 2 (15d). (C) Classifier 3 (30d). (D) Classifier 4 (45d).

The SVC classifier automatically classified the instances with a probability value >0.5 into the group with price rising up (e.g. slope>0), while the rest into the group with price falling down (slope<0). The prediction accuracies of SVC analysis for different classifiers are listed in table 1. Among the 4 classifiers tested, SVC analysis using classifier 3 achieved the highest accuracy (62.96%) for the test dataset. This number means that if we use this classifier to guide our investment in GOOG stock, we will get gains for 63 times while get losses for 37 in 100 trading times. Theoretically, this gain/loss ratio will bring about considerable returns in short-term stock trading. The prediction accuracies for the other 3 classifiers are all close to 50% for test dataset and therefore are not practical in stock trading.

When we used more stringent cut-off values for the SVC classifiers to make classification, we obtained higher prediction accuracies for the classifiers 2 and 3, especially the latter (Table 2). For example, the accuracy is 100% for the test dataset if instances with probability values >0.7 are classified into the price-rising up group and instances with values <0.4 into the price-falling down group for classifier 3 (Figure 3).
4.2 Prediction of moving direction of GOOG price using SVR

SVR analysis gave out a predicted slope value for each instance. Figure 4 shows the correlation between the predicted and actual slope values across all the instances analyzed. Like the SVC results, the predicted slope pattern in classifier 3 is the most closing to the actual pattern and has the highest Pearson’s $r$ in both the training and test datasets. While for the other 3 classifiers, the patterns between predicted and actual slopes are similar only in the training dataset.

If we only consider whether the predicted moving direction by SVR is the same as the actual one (e.g., the predicted and actual slopes are both $>0$ or $<0$), we can also obtain the prediction accuracy data through the SVR analysis (Table 1). Similar to the SVC analysis, classifier 3 achieved the highest accuracy (59.26%) while the other 3 classifiers showed accuracies around 50% for the test dataset.

We also tried to use more stringent cut-off values for the classification basing on the SVR results. Again, higher prediction accuracies were achieved for the classifiers 2 and 3, especially the latter (Table 3). For example, the accuracy is 100% for the test dataset if instances with predicted slope values $>1$ are classified into the price-rising up group and instances with values $<-0.2$ into the price-falling down group for classifier 3 (Figure 5).
Figure 4. The correlation between the predicted and actual slope values across all the instances analyzed by SVR. (A) Classifier 1. (B) Classifier 2. (C) Classifier 3. (D) Classifier 4

Figure 5. The prediction accuracies when using more stringent cut-off values for the classifier 3 basing on the SVR results
### Table 2: SVC prediction accuracies when using different cut-off values

<table>
<thead>
<tr>
<th>Cut-off value for the chance of stock price rising up *</th>
<th>Accuracy (Classifier 1)</th>
<th>Accuracy (Classifier 2)</th>
<th>Accuracy (Classifier 3)</th>
<th>Accuracy (Classifier 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training set</td>
<td>Test set</td>
<td>Training set</td>
<td>Test set</td>
</tr>
<tr>
<td>No cut-off value</td>
<td>64.33%</td>
<td>50.59%</td>
<td>62.5%</td>
<td>52.57%</td>
</tr>
<tr>
<td></td>
<td>(193/300)</td>
<td>(86/170)</td>
<td>(62/100)</td>
<td>(30/56)</td>
</tr>
<tr>
<td>&gt;0.6 or &lt;0.4</td>
<td>66.17%</td>
<td>50.34%</td>
<td>65.85%</td>
<td>66.67%</td>
</tr>
<tr>
<td></td>
<td>(133/201)</td>
<td>(73/145)</td>
<td>(27.41)</td>
<td>(8/12)</td>
</tr>
<tr>
<td>&gt;0.61 or &lt;0.4</td>
<td>70.94%</td>
<td>46.84%</td>
<td>68.57%</td>
<td>66.67%</td>
</tr>
<tr>
<td>&gt;0.62 or &lt;0.4</td>
<td>94.44%</td>
<td>57.14%</td>
<td>63.33%</td>
<td>83.33%</td>
</tr>
<tr>
<td>&gt;0.63 or &lt;0.4</td>
<td>93.33%</td>
<td>50.00%</td>
<td>60.87%</td>
<td>80.00%</td>
</tr>
<tr>
<td></td>
<td>(14/15)</td>
<td>(1/2)</td>
<td>(14/23)</td>
<td>(4/5)</td>
</tr>
<tr>
<td>&gt;0.64 or &lt;0.4</td>
<td>92.86%</td>
<td>50.00%</td>
<td>61.90%</td>
<td>66.67%</td>
</tr>
<tr>
<td></td>
<td>(13/14)</td>
<td>(1/2)</td>
<td>(13/21)</td>
<td>(2/3)</td>
</tr>
</tbody>
</table>

* For Classifier 3, the following cut-off values were used: no cut-off value, >0.6 or <0.4, >0.63 or <0.4, >0.65 or <0.4, >0.67 or <0.4, >0.7 or <0.4, respectively. For Classifier 4, the following cut-off values were used: no cut-off value, >0.6 or <0.4, >0.7 or <0.4, >0.75 or <0.4, >0.8 or <0.4, >0.85 or <0.4, respectively.

### Table 3: SVR prediction accuracies when using different cut-off values

<table>
<thead>
<tr>
<th>Cut-off value for the predicted slopes *</th>
<th>Accuracy (Classifier 1)</th>
<th>Accuracy (Classifier 2)</th>
<th>Accuracy (Classifier 3)</th>
<th>Accuracy (Classifier 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training set</td>
<td>Test set</td>
<td>Training set</td>
<td>Test set</td>
</tr>
<tr>
<td>No cut-off value</td>
<td>65.67%</td>
<td>50.59%</td>
<td>61%</td>
<td>48.21%</td>
</tr>
<tr>
<td></td>
<td>(197/300)</td>
<td>(86/170)</td>
<td>(61/100)</td>
<td>(27/36)</td>
</tr>
<tr>
<td>&gt;0.2 or &lt;0.2</td>
<td>67.28%</td>
<td>51.25%</td>
<td>62.5%</td>
<td>50%</td>
</tr>
<tr>
<td>&gt;0.4 or &lt;0.4</td>
<td>69.51%</td>
<td>48.97%</td>
<td>63.77%</td>
<td>52.63%</td>
</tr>
<tr>
<td></td>
<td>(171/246)</td>
<td>(71/145)</td>
<td>(44/69)</td>
<td>(20/38)</td>
</tr>
<tr>
<td>&gt;0.6 or &lt;0.6</td>
<td>70.44%</td>
<td>47.58%</td>
<td>72.92%</td>
<td>56.67%</td>
</tr>
<tr>
<td>&gt;0.8 or &lt;0.8</td>
<td>72.9%</td>
<td>47.17%</td>
<td>79.49%</td>
<td>70%</td>
</tr>
<tr>
<td></td>
<td>(113/155)</td>
<td>(50/106)</td>
<td>(31/39)</td>
<td>(14/20)</td>
</tr>
<tr>
<td>&gt;1 or &lt;1</td>
<td>74.78%</td>
<td>44%</td>
<td>80%</td>
<td>68.42%</td>
</tr>
<tr>
<td></td>
<td>(86/115)</td>
<td>(33/75)</td>
<td>(12/15)</td>
<td>(13/19)</td>
</tr>
</tbody>
</table>

* For Classifier 3, the following cut-off values were used: No Cut-off value, >0.2 or <0.05, >0.4 or <0.05, >0.5 or <0.1, >0.7 and <-0.2, >1 or <0.2 respectively.
4.3 Prediction of moving direction of GOOG price using SVC and SVR combination

Figure 6 shows that combined use of SVC and SVR improves the prediction accuracy of the moving trend of GOOG stock price for classifier 2 and 3, especially the latter. We tested combinations at two levels. One is the combination of the classification results obtained when using the second cut-off value for SVC and SVR. The other one is the combination of the results when using the third cut-off vale for SVC and SVR. The principle for this combination is that only the instance classified into same group basing on SVC and SVR results are counted, and then the prediction accuracy are calculated basing on the percentage of instances being correctly classified by SVC and SVR.

![Graph showing prediction accuracy for GOOG stock price](image)

Figure 6. Combined using SVC and SVR improves the prediction accuracy for the moving trend of GOOG stock price. Columns represent the prediction accuracy for the test sets. (A) Combined analysis of the prediction results that were obtained using the second cut-off vale for SVC (>0.61 or <0.4) and SVR (>0.4 or <-0.4). (B) Combined results that were obtained using the third cut-off vale for SVC (>0.62 or <0.4) and SVR (>0.6 or <-0.6).

5. Summary

Using the stock of Google Inc. as an example, in this study we tested the potential application of the moving trends of the stock transaction data in the forecasting the movement direction of stock price with SVC and SVR methods. Our results indicate that the moving trends of transaction data within 30 trading days have the best prediction accuracy of the stock price in both methods, and combination of these two methods improves the prediction performance. The moving trends within short period are apt to be affected by various random events, which may explain our findings that moving trends within ≤15 trading days failed to well predict the moving direction of the stock price. However, this does not mean that moving trends >15 trading days will always be good for stock price prediction, as we also found that the trends within 45 trading days had the similar prediction performance as that within 15 trading days. Prediction using the trends within >45 trading days (such as 60 and 75 trading days) failed to improve the performance either (data not shown). These results indicated that moving trends
of stock transaction data within a certain time period have good inertia and are thus useful for forecasting the moving direction of stock price.
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