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Abstract

A metamodel simulation based optimisation approach for the tidal turbine location problem is introduced. The method comprises design of experiments, computational simulations, metamodel construction and formulation of a mathematical optimisation model. Sample plans with different number of data points are used to fit 2nd and 3rd order polynomial as a function of two design parameters: longitudinal and lateral spacing, with a view to approximating the power output of tidal turbine farms with inline and staggered layouts, each
of them with a fixed number of turbines. The major advantage this method has, in comparison to those reported in the literature, is the capability to analyse different design parameter combinations that satisfy optimality criteria in reasonable computational time, while taking into account complex flow-turbine interactions.
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1. Introduction

Tidal current energy, along with offshore wind energy, are considered to be the most promising renewable energy sources for large scale conversion to electrical power, so much so that it is expected that this pair of renewable energy sources will reach commercial viability within the next decade (Esteban & Leary, 2012). The basis for the implementation of tidal currents and offshore wind is conceptually identical in that fluid kinetic energy is employed to move turbine rotors, and the resultant mechanical energy is converted to electrical power; furthermore, both of these energy sources depend for their successful exploitation on two major factors: turbine technology and geographical site (Gunn & Stock-Williams, 2013; Myhr et al., 2014). On the other hand, there exists an important feature which distinguishes offshore wind from tidal currents, in so far as their predictability is concerned. Offshore wind, like onshore wind, is highly unpredictable, and consequently a sophisticated stochastic treatment is necessary to forecast the temporal variation of wind velocity at a given spatial position. As a result, the reliability of electrical power generation from tidal currents is substantially higher than that from offshore and onshore wind (Xu & Zhuan, 2013).

Once a geographical site is identified as promising for tidal current energy extraction, it is necessary to determine the best set of turbine locations within the site, giving rise to what is referred to as the Turbine Location Problem (TLP), which arises as well in wind energy extraction at a promising geographical site. The main objective of the TLP is to minimise wake interactions between turbines to ensure maximum power output. However, there is an important difference between the cases of wind energy, both offshore and onshore, on the one hand, and tidal current energy on the other. In the wind version of the TLP, the placement of one or more turbines within the site does not significantly influence the fluid velocity field in the absence of turbines; consequently, the fluid velocity field is considered as input in the wind variant of the TLP. An extensive literature exists on the wind variant of the TLP; e.g., see (Castro-Mora et al., 2007; Kusiak & Song, 2010; Geem & Hong, 2013; Samorani, 2013; Turner et al., 2014). In contradistinction, the placement of one or more turbines in a promising site for tidal current energy extraction alters the fluid velocity field in relation to that in the absence of turbines. As a result, the fluid velocity field is itself part of the output of the solution of the tidal variant of the TLP. Thus, the fluid velocity field has to be determined simultaneously with the locations of the turbines. This facet makes the tidal variant of TLP significantly more complex to formulate and solve than its wind energy counterpart.

The Tidal Turbine Location Problem (TTLP), which is the focus of this paper, constitutes a new extension to the classical Facility Location Problem (FLP) in operations research, which possesses an extensive literature spanning several decades; for reviews of variants, mathematical models, and solution methods of the FLP, see (Aikens, 1985; Owen & Daskin, 1998; ReVelle & Eiselt, 2005; Şahin & Süral, 2007; Melo et al., 2009; Farahani et al., 2010; Aras et al., 2012; Beltrán-Royo et al., 2012; Farahani et al., 2012; Terouhid et al., 2012; Drezner, 2013; Öncan, 2013; Stanimirović, 2013). There have been numerous extensions to and variants of the FLP reflecting the specific application environment under consideration. Examples of such applications are: public centre server allocation (Marianov et al., 2005),
alarm location in noisy environments (Lee & Kong, 2006), emergency medical service location (Jia et al., 2007), soft-capacitated facility location (Alfandari, 2007), humanitarian relief chain location (Balci & Beamon, 2008), competitive facility location (Beresnev & Suslov, 2010), facility location under threat (Aksen & Aras, 2012), subsea cluster manifold location (Wang et al., 2012), budget constrained facility location (Jin, 2012), and logistics hub location (Farahani et al., 2013).

In almost all reported research work on the TTLP, two approaches have been employed. In the first type of approach, highly simplified one dimensional tidal flow models are employed (Bryden & Couch, 2007; Garrett & Cummins, 2008; Vennell, 2010, 2011, 2012). In the second type of approach, more complex multidimensional tidal flow models are adopted (Lee et al., 2010; Divett et al., 2013; Malki et al., 2014). The simplified model approach possesses the appeal of simplicity; however, this approach cannot capture the complex nonlinear fluid flow interactions between turbines. In the second approach, more realistic models are employed; nevertheless, they are so computationally demanding that the whole design parameter space cannot be explored, and as a consequence, only a limited number of manually selected tidal turbine farm configurations are studied in the search for an optimal solution. Recently, a third approach has been studied (Funke et al., 2014), whereby a gradient – based optimisation method is developed to solve the TTLP for a given initial turbine array configuration. In the approach presented in (Funke et al., 2014), a functional (of the solution of the shallow water fluid flow partial differential equations and of the design parameters, which comprise the location of turbines) is optimised subject to constraints, which include the shallow water fluid flow partial differential equations. The approach of (Funke et al., 2014) possesses several strong points: sound mathematical basis, relatively fast computation time even for large turbine arrays, and simultaneous determination of the fluid velocity field and the location of turbines. However, it cannot allow for the choice of different turbine types at different locations as part of the output, as in such cases, the design parameter space includes discrete variables, reflecting the different turbine types, which is typical of equipment selection problems in operations research (Topal & Ramazan, 2010; Yilmaz & Dağderviren, 2011). The presence of discrete variables leads to non-smooth non-differentiable functions and this impedes the use of gradient-based methods, such as those employed in (Funke et al., 2014). This may be a serious limitation in practice, such as geographical sites with highly non-uniform bathymetry. In such cases, the economic viability of tidal energy extraction depends on the use of different turbine types at different points within the site, so as to ensure fluid depth - turbine size compatibility, and where the fluid velocity – turbine type choice itself needs to be determined simultaneously with the location of turbines. For such cases, a fourth type of approach is adopted in this paper, whereby, Simulation Based Optimisation (SBO) is used for the TTLP. For an extensive review of SBO; c.f. (Fang et al., 2005; Barton & Meckesheimer, 2006; Chen et al., 2006; Mack et al., 2007; Levy & Steinberg, 2010).

The rest of the paper is organised as follows. A general formulation of the TTLP is presented in Section 2. As this is computationally non-implementable, the SBO approach is described in Section 3, with a view to surmounting this hurdle. This is followed in Section 4, by the application of the SBO to a case study. The paper is concluded in Section 5, where the SBO
approach is assessed, and extension of the SBO approach is presented.

2. Problem Formulation

The TTLP, as is the case with the FLP in general, may be formulated in one of two ways (Ozturk & Norman, 2004; Klose & Drexl, 2005; ReVelle & Eiselt, 2005): continuous formulation, where a turbine may be located at any point in the spatial fluid field under consideration, or discrete formulation where a turbine may be located at a point which belongs to a finite set of candidate sites. The continuous formulation is superior to the discrete formulation as the solutions of the latter may be suboptimal to the former; however, solution methods of the discrete formulation are more efficient than its continuous counterpart, and it is for this reason that it is more commonly employed (Kuby, 2005). In Subsection 2.1, a discrete formulation is used to develop a mathematical model of the TLLP for a turbine array of a general configuration; however, the model so formulated is not computationally implementable for reasons which are explained therein. In order to overcome the barrier of the impossibility of computational implementation, a continuous formulation is utilised to formulate a mathematical model for one variant of the TLLP, whereby a turbine array is assumed to be one of two specific configurations: inline or staggered, each of them with a fixed number of turbines. The resulting model is computationally implemented employing a SBO procedure, which is described in Section 3.

2.1 General Configuration Turbine Array

In the spatial fluid field, let $G = (V, E)$ denote a graph with vertices $V$ and edges $E \subseteq V \times V$; furthermore, let the vertices $V$ correspond to the set of locations where turbines can be located, and let the vertices $E$ represent vertex pairs between which there exists a relationship, such as geometric proximity, due to turbine size, and hydrodynamic interference, due to turbine wakes. For a given turbine type, the region surrounding a vertex may be partitioned into three distinct regions. For a vertex $v$, these three regions are:

1. A region denoted as $R_v$ where another turbine cannot be located due to geometric proximity.
2. A region denoted as $S_v$ where another turbine cannot be located due to hydrodynamic interference.
3. A region where one or more turbines can be located.

Let $P_tv$ denote the amount of power that would be generated if a turbine type $t$ is located at vertex $v \in V$, and let $X_tv$ denote the $\{0,1\}$ binary variable which takes the value of 1 if a turbine type $t \in T$ is located at the vertex $v$, and 0 otherwise. Let $y$ denote a location vector within the spatial region in which the turbine array is to be placed. Then, the generic TTLP may be written as:

$$\text{maximise} \sum_{v \in V} P_tvX_tv$$  (1)
The objective function (1) depicts total power of the turbine array. The constraints (2) ensure a lower bound for the geometrical proximity for a turbine pair. The constraints (3) ensure a lower bound for the hydrodynamic interference for a turbine pair. The constraints (4) depict other constraints, such as that a turbine type is too close to the top surface and/or to the bottom bed of the region in which the turbine is to be located. The constraints (5) define the domain of the decision variables. As it stands, the optimisation model given by (1) – (5) is computationally non-implementable, in view of the fact that the power output of a turbine at a node, $P_{t,v}$, which is a coefficient in the objective function (1), is a function of the fluid velocity at that node, which in turn depends on the presence or absence of a turbine, which is determined by the binary decision variable $X_{t,v}$. In other words, as the fluid velocity at a node is not part of input data, so is the power output, and therefore the objective function (1) is not computable. As stated in Section 1, this is not the case in a wind turbine array, where the fluid velocity field is known a priori and constitutes part of the input data. In order to overcome this difficulty in tidal turbine array design, which is the focus of this paper, the approach of SBO is adopted in this work.

3. Metamodel Based Simulation Optimisation Procedure

In order to render the general optimisation model given by (1) – (5) suitable for computational implementation, an SBO approach is employed, considering a specific class of turbine arrays, which is characterised by a pair of continuous spatial parameters. One parameter defines the distance between two successive rows of turbines, and the other parameter defines the distance between adjacent turbines in the same row. Within this class of turbine arrays, two configurations are studied: inline and staggered, which have been studied in (Draper & Nishino, 2014). A flow diagram summarising the Metamodel Based Simulation Optimisation (MBSO) procedure that is employed in this work is shown in Figure 1.
Figure 1. Metamodel-based simulation optimisation flow chart

The procedure consists of the following steps:

1. Definition of design variables and response function of the computational simulation. This is a key step. In some cases, identifying design variables and response are obvious, but sometimes they must be carefully selected to simplify the optimisation procedure.

2. Design of computer experiments. The objective of a sample plan is to reduce bias between expensive computer simulations and the approximated model with the minimum possible number of sample points. For this purpose, a design of computer experiments needs to provide unique relationships between design variables, as well as an adequate coverage of the input variable space. Various approaches exist to filling the available space and go from random designs to space-filling designs that seek some kind of optimality criteria (Simpson, 2001, Palmer & Realf, 2002). A weakness of the latter approach is that for their construction, the number of sample points need to be defined a priori. Thus, if we need to increase the number of observed data it is necessary to create a new design to preserve the optimality criteria. This involves discarding expensive computer simulations, which translates in loss of time.

3. Simulation of deterministic computer experiments. Even though deterministic computer
simulations replicate results for same values of input variables, there are some sensibility parameters, like domain discretization, that can influence results.

4. Construction of the metamodel. Results from the computer experiments are then used to fit a desired function, named metamodel, or model of the simulation model. There is a wide variety of metamodels available in the literature, each of them with its advantages and expenses. For a review in metamodel techniques is recommended the reading of Fang et al. (2005), Barton and Meckesheimer (2006) and Wang and Shan (2006).

5. Assessment of the metamodel. A general form to assess the quality of the fit is using the coefficient of determination, $R^2$, which is a measurement how well the approximated model fits the observed data, and it is defined by the following equation:

$$R^2 = \frac{\sum_{i}(\hat{y}_i - \bar{y})^2}{\sum_{i}(y_i - \bar{y})^2 + \sum_{i}(\hat{y}_i - \bar{y})^2} \quad (6)$$

where, $\hat{y}_i$ represents the predicted response and $y_i$ the simulation result for the $i$-th simulation, and $\bar{y}$ the mean of the observed data. Naturally, values of $R^2$ close to 1 denote a better fit. Forrester (2008) points out that values of $R^2 > 0.8$ implies surrogates with good predictive capabilities.

6. If satisfactory, go to step 7; otherwise, go to step 2.

7. Validation of the metamodel. Once the metamodel is fit, we need to verify its capacity to predict responses with data points not considered during the regression. For this purpose, two measurements are used: the Predicted Residual Sums of Squares ($PRESS$) and the maximum absolute error ($MAX$), which are defined by:

$$PRESS = \sum_{i}(y_i - \hat{y}_{i,-i})^2 \quad (7)$$

$$MAX = \max |y_i - \hat{y}_i| \quad (8)$$

8. If satisfactory, stop; otherwise, go to step 2.

9. Metamodel optimisation. Once a reliable surrogate model is obtained, it may be used to find a design that will meet the optimality criteria. A mathematical optimisation model has the form:

$$\text{Maximise} \quad f_0(\mathbf{x})$$

Subject to: $f_i(\mathbf{x}) \leq b_i, \quad i = 1, 2, ..., k$

where the vector $\mathbf{x} = \{x_1, x_2, ..., x_n\}$ is the set of design variables of the problem, the
function $f_0 : \mathbb{R}^n \rightarrow \mathbb{R}$ is the objective function, the functions $f_i : \mathbb{R}^n \rightarrow \mathbb{R}$, $i = 1, \ldots, k$ are the (inequality) constraint functions, and the constants $b_1, \ldots, b_m$ are the bounds in the constraints.

4. Case Study

São Marcos Bay, Maranhão State, in the Northeast of Brazil on the South Atlantic Ocean Continental Shelf, has been shown to be a highly promising geographical site for tidal energy conversion to electrical power (Qassim, 2011). This is the site which is the focus of the case study considered in this work. It is desirable to optimise layouts of two tidal farm configurations: inline and staggered. Both configurations have a fixed known number of turbines: 10 and 14 turbines for the inline and staggered configurations, respectively. The fluid flow field considered is an idealised rectangular channel with uniform bathymetry ($h = 30$ m), and with unbounded channel width and length. It is assumed that the water surface level undergoes a cyclical variation with a period of 12 h and with a maximum water surface elevation, $\zeta$, of 6m, generating a bi-directional flow with maximum velocity of 2.6 m/s and flow velocities half of the time, $U_{50}$, of at least 1.5 m/s during a moon cycle, for approximately 28 days. The fluid flow velocity is assumed to possess a cubic law profile as a function of water column height, $H = \zeta + h$:

$$U(H) = U_{50} \left( \frac{H}{12.8} \right)^{1/7}$$

(9)

where $H$ is the water column height.

4.1 Objective Function and Design Variable Set Selection

The following design variables have been selected:

1. Unsteady and non-uniform flow at inlet.
2. Time variations in water surface elevation.
3. Turbine type.
4. Number of turbines for each configuration.
5. Rotor diameter of each turbine.
6. Vertical position of each turbine.
7. Longitudinal distance between turbines.
8. Lateral distance between turbines.

In order to reduce the number of design variables, the following simplifying assumptions are made:

1. Steady state and uniform fluid flow at inlet.
2. $U_{50}$ adopted as inlet fluid flow velocity.
3. Water surface elevation is omitted, so water depth corresponds to that of the chart datum, $H = h = 30$ m.

4. One type of tidal turbine is considered in the whole farm, this being horizontal axis turbines, which, at present the time, possess the highest technology readiness level (TRL) (SI-Ocean 2012). The generalisation for multiple turbine types is to be considered in future work.

5. A constant turbine diameter of $20$ m is maintained in the whole farm, with rotor centrelines positioned at half the water depth. This diameter size and positioning ensures $5$ m spans between rotor tips and bottom and surface boundaries, thus avoiding slower moving waters at the bottom and allowing clearance at the top for marine traffic or adverse loads from storm waves (Bahaj & Myers, 2004; Fraenkel, 2010).

6. The number of turbines is fixed for each of the configurations. For the inline and staggered cases, the number of turbines is set at 10 and 14, respectively. To preserve symmetry with respect to the flow direction, both configurations have different numbers of devices. In the inline case, two rows are considered, each row possessing five turbines. In order to maintain symmetry and assuming bi-directional flow in the staggered case, three rows are considered, where the first and third rows have five turbines and the middle row has four turbines.

7. Longitudinal spacing and lateral spacing remain constant in each array layout.

The formulation of the objective function raises two questions: what represents the metamodel and which are the independent variables. In the corresponding wind energy optimisation problem, for a given wind free stream velocity which is determined with the aid of analytical models, as via the Jensen wake model (Jensen, 1983), the wind velocity at any turbine within the farm is known, and likewise its power production. In the MBSO approach for the TTLP results in a function which is dependent on the position of the other turbines in the farm. In other words, this is a function with $NT-1$ variables, where $NT$ is the number of turbines in the farm.

Taking into consideration the above assumptions, we consider only two variables $x = \{x_1, x_2\}$; i.e., longitudinal and lateral spacing. Then, we can define the objective function to be depicted by the cubic function for the whole array, instead of at each turbine.

Considering physical and operational restrictions, the limits of each variable are set to:

$$5D \leq x_1 \leq 30D \quad \text{and} \quad 1D \leq x_2 \leq 4D.$$ 

The lower bound of $5D$ for the longitudinal spacing variable defines the end of the near wake (Harrison et al., 2010), a region of high turbulence that should be avoided for turbine placement to prevent fatigue loads (McCann, 2007, Thompson et al., 2012). The upper bound of $30D$ is considered adequate for wake recovery (Myers & Bahaj, 2010). The lower limit of $1D$ for the lateral spacing variable denotes a geometrical limit, while the upper limit of $4D$ is chosen so as to minimise the influence of power production of adjacent turbines in a row (Turnock et al., 2011).
4.2 Design of Computer Experiments

In order to define the computer model scenarios to be executed, a plan for design of experiments need to be selected. In the literature, there exist numerous statistical methods for conducting computer experiments, some of which obeying a design optimisation criteria (Santner et al., 2003; Chen et al., 2006; Johnson et al., 2008).

In this work, the optimisation criteria of Minimum Bias Latin Hypercube Design (MBLHD) (Palmer, 1998) is selected as an initial collection plan for sampling deterministic computer simulations. This collection plan represents a compromise between empirical model bias reduction and dispersion of the points within the input variable space. MBLHD has been compared with other sampling plan methods, resulting in each case in at least competitive performance, and in some cases in superior performance (Palmer & Tsui, 2001).

As an empirical rule, the number of data collection points in a sampling plan should be around ten times the number of design variables; cf., Loeppky et al. (2009). Other authors (Palmer & Realff, 2002) state that the number of sample points must be at least equal to or greater than the number of model parameter to be estimated. In this work, three sample plans are evaluated and their relative performance is assessed. Initially, a MBLHD for 2 design variables and 16 sampling points (Figure 2a) has been selected. Then, the size of this sampling plan has been increased to include new sample points so as to improve polynomial fitting with the variable space end and middle values, first with 4 new points (Figure 2b) subsequently with another 5 new points (Figure 2c). The sample values \((u = 1, 2, \ldots, N)\) for each input variable \((i = 1, 2, \ldots, m)\) are normalised on the interval \([-1, 1]\).

![Figure 2. Sample plan designs](image)

Notes: a) N = 16, b) N = 20 and c) N = 25.
4.3 Computer Simulation

Computer simulation runs have been carried out using the CFD software ANSYS FLUENT (Ansys, 2012). Turbines are modelled as actuator disks, this being one of the simplest representations of a turbine, which provides reliable results with affordable computational expense (Sun, 2008; Bai et al., 2009, Turnock et al., 2011). In FLUENT, this is achieved using a porous-jump boundary condition (Ansys, 2012). Detailed information about the CFD simulations can be found in (Gorbeña, 2013).

Table 1 summarises results of power output for the whole farm obtained from the CFD simulations.

Table 1. Instantaneous power output results from CFD simulations of both layouts and for each array configuration

<table>
<thead>
<tr>
<th>Simulation</th>
<th>$x_{1}, D$</th>
<th>$x_{2}, D$</th>
<th>Inline layout</th>
<th>Staggered layout</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$y_{i}, MW$</td>
<td>$y_{i}, MW$</td>
</tr>
<tr>
<td>1</td>
<td>7.3</td>
<td>1.1</td>
<td>3.27</td>
<td>3.93</td>
</tr>
<tr>
<td>2</td>
<td>29.2</td>
<td>1.3</td>
<td>3.66</td>
<td>4.40</td>
</tr>
<tr>
<td>3</td>
<td>8.9</td>
<td>1.5</td>
<td>3.64</td>
<td>4.63</td>
</tr>
<tr>
<td>4</td>
<td>24.5</td>
<td>1.7</td>
<td>3.87</td>
<td>4.80</td>
</tr>
<tr>
<td>5</td>
<td>23.0</td>
<td>1.8</td>
<td>3.69</td>
<td>4.94</td>
</tr>
<tr>
<td>6</td>
<td>16.7</td>
<td>2.0</td>
<td>3.78</td>
<td>5.15</td>
</tr>
<tr>
<td>7</td>
<td>15.2</td>
<td>2.2</td>
<td>3.59</td>
<td>5.38</td>
</tr>
<tr>
<td>8</td>
<td>21.4</td>
<td>2.4</td>
<td>3.80</td>
<td>5.37</td>
</tr>
<tr>
<td>9</td>
<td>13.6</td>
<td>2.6</td>
<td>3.59</td>
<td>5.66</td>
</tr>
<tr>
<td>10</td>
<td>19.8</td>
<td>2.8</td>
<td>3.69</td>
<td>5.44</td>
</tr>
<tr>
<td>11</td>
<td>18.3</td>
<td>3.0</td>
<td>3.66</td>
<td>5.59</td>
</tr>
<tr>
<td>12</td>
<td>12.0</td>
<td>3.2</td>
<td>3.51</td>
<td>5.59</td>
</tr>
<tr>
<td>13</td>
<td>10.5</td>
<td>3.3</td>
<td>3.38</td>
<td>5.88</td>
</tr>
<tr>
<td>14</td>
<td>26.1</td>
<td>3.5</td>
<td>3.57</td>
<td>5.58</td>
</tr>
<tr>
<td>15</td>
<td>5.8</td>
<td>3.7</td>
<td>3.03</td>
<td>5.66</td>
</tr>
<tr>
<td>16</td>
<td>27.7</td>
<td>3.9</td>
<td>3.39</td>
<td>5.54</td>
</tr>
<tr>
<td>17</td>
<td>5.0</td>
<td>1.0</td>
<td>3.11</td>
<td>3.64</td>
</tr>
<tr>
<td>18</td>
<td>30.0</td>
<td>1.0</td>
<td>3.54</td>
<td>4.07</td>
</tr>
<tr>
<td>19</td>
<td>5.0</td>
<td>4.0</td>
<td>2.92</td>
<td>5.60</td>
</tr>
<tr>
<td>20</td>
<td>30.0</td>
<td>4.0</td>
<td>3.61</td>
<td>5.54</td>
</tr>
<tr>
<td>21</td>
<td>5.0</td>
<td>2.5</td>
<td>3.08</td>
<td>5.82</td>
</tr>
<tr>
<td>22</td>
<td>17.5</td>
<td>1.0</td>
<td>3.53</td>
<td>3.97</td>
</tr>
<tr>
<td>23</td>
<td>17.5</td>
<td>2.5</td>
<td>3.61</td>
<td>5.47</td>
</tr>
<tr>
<td>24</td>
<td>17.5</td>
<td>4.0</td>
<td>3.54</td>
<td>5.53</td>
</tr>
<tr>
<td>25</td>
<td>30.0</td>
<td>2.5</td>
<td>3.78</td>
<td>5.37</td>
</tr>
</tbody>
</table>
Individual instantaneous power output was calculated using Eqs. (10) and (11), and flow velocities at each turbine rotor are obtained from the CFD simulations; i.e.,

$$P = \frac{1}{2} \rho C_P A_T U_0^3$$  \hspace{1cm} (10) \\
$$U_0 = \frac{U_d}{1 - a}$$  \hspace{1cm} (11)

where, ρ depicts sea water density taken to be 1,025 kg/m³, C_P depicts the power coefficient, A_T the cross section area of the turbine rotor, U_0 depicts the flow velocity incident on the turbine, and U_d depicts the flow velocity at the rotor, and a is constant known as the induction factor. The power coefficient C_P and the axial induction factor a are interrelated in accordance with actuator disk theory. In this work, values of C_P = 16/27 and a = 1/3 are adopted in order to achieve the theoretical maximum power extractable according to Betz’s Law (Betz, 1920); however, it is worth noting that in tidal turbines, the Betz upper bound may well be exceeded (Vennell, 2013).

When a hydrokinetic device interacts with fluid flow, it produces a reduction in the momentum of the downstream flow. The region affected is known as the wake. Fluid flow velocity in the wake region of a turbine gradually recovers downstream until it reaches a profile close to the incident flow velocity; cf. (Bahaj et al., 2007). The rate of recovery may be affected by several factors including turbine characteristics and proximity with other turbine devices, boundaries, and flow turbulence (Bahaj et al., 2012). When a turbine is placed next to another with a certain lateral spacing forming a row, flow accelerates within the gap formed between them, due to the diminution of the area orthogonal to the flow direction. If a turbine is placed in this gap but further downstream, it can take advantage of this accelerated flow, allowing for a decrease in longitudinal distance between successive rows. Having this in mind, it is reasonable to expect for the inline layout that the maximum power output occurs at an unknown lateral distance, x_2, and the highest longitudinal spacing; i.e., x_1 = 30D, while for the staggered layout this would occur at x_1 = 5D.

### 4.4 Model Building and Validation

After the sampling plans have been computationally implemented, the next step involves selecting an approximating functional form to use as a metamodel. As mentioned before, there are multiple candidates each with its advantages and limitations. In this work, low order polynomial model are employed because they can provide accurate predictions from small data sets, they are relatively easy to construct and, they have been widely used in engineering problems (Box & Draper, 1987).

The polynomials used are second order, as in Eq. (12), and third order, as in Eq. (13)

$$\hat{y}(x) = \hat{\beta}_0 + \sum_{i=1}^{m} \hat{\beta}_i x_i + \sum_{i=1}^{m} \sum_{j=1}^{m} \hat{\beta}_{ij} x_i x_j, \quad i = 1, 2;$$  \hspace{1cm} (12)
Polynomial parameters, $\hat{\beta}$, are calculated using the least squares method; i.e.,

$$\sum_{i=1}^{n-1} \sum_{j=1}^{m} \hat{\beta}_{ij} x_i^j x_j + \cdots + \sum_{i=1}^{n-1} \sum_{j=1}^{m} \hat{\beta}_{ij} x_i^j x_j + \cdots$$

(13)

Polynomial parameters, $\hat{\beta}$, are calculated using the least squares method; i.e.,

$$\sum_{i=1}^{N} \left( y_i - \sum_{j=0}^{L} B_j (x) \beta_j \right)^2 = \| y - B \beta \|^2$$

(14)

For each of the sample plans and layouts, results for metamodel fitting are summarised in Table 2.

<table>
<thead>
<tr>
<th>$N$</th>
<th>Metamodel</th>
<th>$R^2$ Inline</th>
<th>$R^2$ Staggered</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>2nd order</td>
<td>0.8995</td>
<td>0.9747</td>
</tr>
<tr>
<td></td>
<td>3rd order</td>
<td>0.9130</td>
<td>0.9882</td>
</tr>
<tr>
<td>20</td>
<td>2nd order</td>
<td>0.9039</td>
<td>0.9806</td>
</tr>
<tr>
<td></td>
<td>3rd order</td>
<td>0.9401</td>
<td>0.9929</td>
</tr>
<tr>
<td>25</td>
<td>2nd order</td>
<td>0.8812</td>
<td>0.9727</td>
</tr>
<tr>
<td></td>
<td>3rd order</td>
<td>0.9342</td>
<td>0.9921</td>
</tr>
</tbody>
</table>

As expected, the cubic polynomial results in a better fit of the sample data than the quadratic polynomial. In both polynomials, the fit of data collected is better for the staggered layout than for its inline counterpart.

Table 3 summarises results obtained from the validation process, where the second order metamodel is found to be superior for sample plans with less data points than the third order polynomial. Polynomials of high order tend to be unstable when fitted using small sample plans. This is evident in Figure 3, where the MAX criteria doubles for the cubic polynomial and $N = 16$. As the number of sample points increases, the maximum differences between the simulator and the predicted models tend to decrease and converge to a specific value for both metamodels.
### Table 3. Configurations that maximise power extraction

<table>
<thead>
<tr>
<th>N</th>
<th>Predicted points</th>
<th>Layout</th>
<th>2nd order polynomial</th>
<th>3rd order polynomial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>PRESS MAX, MW</td>
<td>PRESS MAX, MW</td>
</tr>
<tr>
<td>16</td>
<td>9</td>
<td>Inline</td>
<td>0.6486 0.45</td>
<td>1.4181 0.81</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Staggered</td>
<td>0.3325 0.33</td>
<td>0.6885 0.65</td>
</tr>
<tr>
<td>20</td>
<td>9</td>
<td>Inline</td>
<td>0.6215 0.43</td>
<td>0.8963 0.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Staggered</td>
<td>0.1241 0.16</td>
<td>0.1907 0.25</td>
</tr>
<tr>
<td>25</td>
<td>9</td>
<td>Inline</td>
<td>0.1920 0.30</td>
<td>0.0437 0.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Staggered</td>
<td>0.1511 0.21</td>
<td>0.2044 0.24</td>
</tr>
</tbody>
</table>

**Figure 3.** Bar graph of PRESS and MAX results for each layout and metamodel

The response surfaces for both layouts and metamodels are illustrated in Figure 4 for the sample plan with $N = 25$.  
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4.5 Optimisation

Once a valid metamodel is built, the mathematical optimisation model can be formulated. The optimisation model that is developed comprises geometric and hydrodynamic interference constraints. The metamodels used in the optimisation step correspond to those obtained for the sample plans with \( N = 25 \). In order to compare results, both second order and third order polynomials are used for each configuration; i.e., inline and staggered.

**Objective function:**

Maximise \( \text{Power} = \hat{y}(x_1, x_2) \) \hspace{1cm} (15)

- **Inline objective functions:**

2\(^{nd}\) order polynomial:

Figure 4. Response surfaces for both layouts

Notes: a) inline quadratic; b) inline cubic; c) staggered quadratic; and d) staggered cubic.
\[ \hat{y}(x) = 2.6209 + 0.0036 x_1 + 0.0138 x_2 - 0.0002 x_2^2 \] \quad (16)

3\textsuperscript{rd} order polynomial:
\[ \hat{y}(x) = 1.7544 + 0.0072 x_1 + 0.0608 x_1 \cdot x_2 + 0.0001 x_2^2 - 0.0014 x_1^2 \cdot x_2; \] \quad (17)

- **Staggered objective functions**:

2\textsuperscript{nd} order polynomial:
\[ \hat{y}(x) = 1.8088 + 0.1199 x_2 - 0.0009 x_2^2; \] \quad (18)

3\textsuperscript{rd} order polynomial:
\[ \hat{y}(x) = 0.1908 + 0.005 x_1 + 0.2073 x_2 - 0.0002 x_1 \cdot x_2 - 0.0022 x_2^2; \] \quad (19)

**Subject to:**
\[
5D \leq x_1 \leq 30D \\
1D \leq x_2 \leq 4D \\
(\text{NTR}1 - 1)x_2 \leq 16D \\
NTR1 = 5 \\
(NF - 1)x_1 \leq 30D^* \\
NF = 2^* \\
\]

* Constrains (24) and (25) change for the staggered layout:
\[ (NF - 1)x_1 \leq 60D \] \quad (26)
\[ NF = 3 \] \quad (27)

Equations (16) - (19) represent the various objective functions depicting power output for the two layouts and the two polynomials.

- Constraints (20) and (21) express the domains of applicability of each of the design variables,
- Constraints (22) and (24) limits the size of the farm,
- Constraint (23) specifies the number of turbines in the first row, \textit{NTR1}, and
Constraint (25) defines the number of rows, $NF$.

Optimisation results obtained are summarised in Table 4.

Table 4. Configurations that maximise power extraction

<table>
<thead>
<tr>
<th>$N$</th>
<th>Metamodel</th>
<th>$x_1, D$</th>
<th>$x_2, D$</th>
<th>$y_\text{i}, MW$</th>
<th>$y_\text{j}, MW$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>2$^{nd}$ order poly.</td>
<td>23.75</td>
<td>2.20</td>
<td>3.77</td>
<td>3.87</td>
</tr>
<tr>
<td></td>
<td>3$^{rd}$ order poly.</td>
<td>30.00</td>
<td>2.00</td>
<td>3.85</td>
<td>3.91</td>
</tr>
</tbody>
</table>

The results for the inline layout and $N=25$ show a discrepancy between the two metamodels of 6.25 diameters, $D$, and 0.20 $D$ for the longitudinal and lateral spacing design variables, respectively. As mentioned above, further downstream in the turbine wake, flow velocities are expected to increase, and therefore power output of the subsequent turbine also increases. The third order polynomial provides the expected maximum result for $x_1$ at $30D$, due to the fact that for greater distances downstream of the turbines, the wake has greater capability to recover. The difference is associated to the flat region existent for longitudinal spacings greater than $12.5D$, visible in Figure 4a, where the second order model cannot capture the small variability (0.04 MW) of the CFD simulations in this region. On the other hand, the results of the staggered layout are consistent for both models, providing longitudinal distance results in accordance to what is expected. In the staggered layout, for a certain lateral distance, the minimum longitudinal distance of $5D$ will ensure maximum power output. As a general remark, the predicted results for the inline case tend to sub-estimate the outputs of the simulations, while for the staggered case are overestimated.

5. Conclusions

In order to provide an appropriate model formulation and solution for the problem of layout optimisation of tidal turbine arrays, the use of the metamodel approach is presented for simulation based design optimisation. The methodology, considering problem formulation, data collection, metamodel construction and optimisation issues has been discussed.

Regarding problem formulation, the key issues have been identified with a view to defining the objective function and identifying significant design variables in order to maximise power extraction.

Three important aspects have been confirmed as goals for data collection plans: uniqueness of each data point, distribution of data points over the entire input variable domain, and reduction of metamodel bias. Fitting results with sample plans with different number of data points have been compared. The limitations of designs of experiments with optimisation criteria and fixed number of data points have been identified, when used to sample expensive computational simulations.

Three-dimensional CFD simulations of inline and staggered tidal farm configurations have been modelled as idealised rectangular tidal channels. The use of computational simulation
allows the characterisation of complex flow-turbine interactions that is necessary to solve the TTLP.

The second order and third order polynomial models have been used to build metamodels to predict power output of a farm as a function of two design variables: longitudinal and lateral spacings. Aspects related to the assessment of the quality the validation of the metamodels have been studied. Both polynomials appropriately represent the simulation model when built with sufficient data points.

In the optimisation step of the MSBO procedure, geometric and hydrodynamic interference constraints are considered in the case study, noting that other constraints may be added, if and when, necessary to define other facets that may arise to support decision making on changes in the array configuration design.

The major extension of the work reported in this paper is to employ the SBO approach to more complex problems that arise in practice. Normally, a geographical site that is identified as promising for tidal current energy extraction, possesses characteristics in terms of non-uniform bathymetry and three–dimensional fluid velocity distribution, that a multiplicity of turbine types is required in order to ensure the economic viability of tidal current energy extraction. As a result, the TTLP encompasses several turbine types, with each of which is associated a set of discrete design parameters, such as rotor number and diameter, leading to the consideration of discrete design parameters in the TTLP. This aspect, which is not considered in the work reported in this paper, constitutes a rich challenge for the formulation and solution of an appropriate mathematical model for the TTLP.
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**Glossary**

a – axial induction factor [-].

\(C_p\) – power coefficient [-].

\(D\) – rotor diameter [m].

\(E\) – edges [m].

\(f_0\) – objective function [-].

\(f_i\) – constraint functions [-].

\(F_r\) – constraint functions [-].

\(G\) – fluid field [-].

\(h\) – depth of water from chart datum [m].

\(H\) – water-column height [m].

\(NF\) – number of rows of turbines in the farm [-].

\(NT\) – number of turbines in the whole farm [-].

\(NTR1\) – number of turbines in the first row [-].

\(P_{tv}\) – turbine type \(t\) power output generated at vertex \(v\) [MW].

\(R_v\) – region where a turbine cannot be placed due to geometric interference [-].

\(R^2\) – coefficient of fitness [-].
$S_c$ – region where a turbine cannot be placed due to hydrodynamic interference [-].

t – index for turbine type [-].

$T$ – set of turbine types [-].

$U$ – flow velocity [m.s$^{-1}$].

$U_d$ – flow velocity at turbine’s rotor [m.s$^{-1}$].

$U_0$ – incident flow velocity [m.s$^{-1}$].

$U_{s0}$ – flow velocity for at least 50% of the time [ms$^{-1}$].

$\nu$ – vertex [-].

$V$ – set of vertices [-].

$y$ – computer simulation response [-].

$\hat{y}$ – predicted simulation response [-].

$\bar{y}$ – mean of observed data [-].

$y$ – location vector [m].

$X_v$ – binary variable \{0, 1\}.

$x$ – design variable vector [-].

$x_1$ – longitudinal spacing design variable [m].

$x_2$ – lateral spacing design variable [m].

$\hat{\beta}$ – polynomial parameters [-].

$\zeta$ – water surface elevation [m].

$\rho$ – sea water density [kg.m$^{-3}$].
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