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Abstract
This paper examines the causes and behavior of price volatility in the US natural gas market. Although natural gas prices are among the most volatile, they have received limited academic scrutiny heretofore. The study’s main findings are: (1) the natural gas market is characterized by volatility persistence, (2) predicted volatility increases more following a positive shock than an equal negative shock, (3) there are day-of-the-week and month-of-the-year patterns in this market, (4) surprises in the change in natural gas in storage cause increased volatility, (5) volatility tends to be higher during and immediately after bid week, and (6) volatility tends to be higher on winter days when the temperature is lower than normal. The model developed and employed in this research is an improved procedure for testing and quantifying the hypothesized volatility determinants within a GARCH type model.
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1. Introduction

This paper examines the causes and behavior of price volatility in the US natural gas market from January 1997 through December 2012. Natural gas is one of the most essential energy sources in the U.S., accounting for about 25% of the nation’s energy consumption. Trading activity in the natural gas market has increased significantly in recent years. In October 2006 the New York Mercantile Exchange (NYMEX) reported that the daily trading of natural gas futures reached 54,213 contracts. By January 2013, the number increased more than tenfold to 564,791 and subsequently increased to a record high of 736,238 contracts in January 2014 (Note 1).

The natural gas market has undergone revolutionary changes since the early 1990s. From a highly regulated market in which government regulations prescribed everything from prices to who could buy, sell, and transport natural gas and under what conditions, the natural gas market has evolved into a largely deregulated market in which prices are driven by supply and demand. Since then, natural gas has been one of the most volatile markets. For example, from less than $2.5 per million British thermal units (mmBtu) in July 2002, natural gas prices increased to $9.5 per mmBtu in February 2003. In 2008, natural gas prices rose sharply from $7.8 per mmBtu in early January to $13.5 per mmBtu in July, which was the highest price level for that time of year. Then starting around the end of July, natural gas prices fell almost as sharply and were approximately $5.5 per mmBtu toward the end of 2008. According to the U.S. Energy Information Administration (EIA), this decline in natural gas price resulted from a combination of a larger-than-expected increase in domestic gas production and a drop in oil prices. This large price fluctuation tendency has continued in recent years. In 2014, from $3.95 per mmBtu in January, natural gas prices increased to $6.20 in February before decreasing to $4.18 in March.
This figure presents natural gas prices and historical volatilities from January 1997 through December 2012. The vertical axes depict nearby futures prices and annualized rolling 30-day standard deviations of returns.

Natural gas prices are more volatile than those in most financial markets. In 2012, the annualized standard deviation of the daily percentage price change was 49.94% for natural gas. By comparison, that number was only 4.08% for the US dollar-Euro exchange rate, 16.37% for the S&P 500, 19.10% for the 10-year T-bond interest rates, and 31.33% for crude oil (Note 2). Figure 1 depicts prices and historical volatilities of the nearby natural gas futures contract from January 1997 through December 2012 wherein historical volatilities are measured as the annualized rolling 30-day standard deviation of returns. As shown in these graphs, the natural gas market has undergone notable price fluctuations during the sample period and there is a time-of-the-year pattern in which volatility tends to increase in winter.

The high volatility in natural gas prices is likely due to the short-term inelasticity of supply and demand. Since natural gas supplies are often constrained by storage levels and imports are limited, natural gas suppliers are unable to increase production levels in a short period of time. Meanwhile, it is difficult for consumers to quickly reduce their consumption when a sharp increase in natural gas prices occurs, especially during the winter. As natural gas suppliers cannot quickly adjust their production levels to match demand changes, supply and demand imbalances may result in sharp price changes. This high variability in natural gas prices makes it extremely difficult for consumers to forecast their costs and for producers to forecast their profits. The desire to protect market participants against such price fluctuations has led to the creation of and active trading in futures, swaps and options where the market
value of the latter depends on volatility. An understanding of the causes and behavior of natural gas volatility is therefore essential to measuring and managing the risk faced by market participants.

Although it is difficult to forecast the direction of future price changes from past price behavior, the absolute magnitude of price changes, i.e., volatility, has been proven much more predictable in most financial markets. It is generally found that highly volatile periods tend to be followed by volatile periods whereas stable periods tend to be followed by stable periods. The vast majority of the research on market volatility has focused on the volatility of financial markets such as the stock, bond, interest rates and foreign exchange futures markets, etc. Despite the fact that natural gas prices tend to be more volatile than most financial and commodity prices, research into the causes and behavior of volatility in the natural gas market is limited.


This study combines these volatility determinants in a single econometric model and also tests and quantifies other hypothesized determinants of natural gas volatility such as asymmetric volatility, bid week effect and month-of-the-year volatility pattern. This study’s most important results and contributions to the literature include the following. One, natural gas volatility is asymmetric in that an unexpected increase in price increases predicted volatility more than an unexpected decrease in price of similar magnitude. To my knowledge, this asymmetry pattern is unique to natural gas. Two, natural gas volatility is significantly higher on Monday, implying that the natural gas market is impacted by news occurring during the weekend, and on Thursday, the release day of the Natural Gas Weekly Update. Three, surprises in a change in natural gas in storage tend to cause increased volatility. Four, there is a month-of-the-year pattern in the natural gas market in that volatility tends to increase in the winter months. Five, volatility tends to be high on winter days when the temperature is lower than normal. Six, volatility tends to increase during bid week, the last five trading days of a month, and on days immediately following bid week. Seven, a model which fails to control for seasonality, announcement, weather and bid week effects tends to overestimate the impact of a return shock on subsequent volatility.

This research develops and uses a variant of the regime-switching GARCH type model outlined in Jones, Lamont, & Lumsdaine (1998). This model, which separates volatility into a persistent part and a transitory part, allows us to implement a much cleaner study of volatility determinants than that used in several previous studies. To the best of my knowledge, this study is the first comprehensive study of the determinants of volatility within a GARCH
framework for the natural gas market.

The paper is organized as follows. Section 2 reviews the most relevant literature and develops additional hypotheses. The data is presented in Section 3. The multiplicative GARCH type model to quantify the determinants of natural gas volatility is analyzed in Section 4 and the results are presented in Section 5. Section 6 presents results from the robustness check. Section 7 concludes the paper.

2. Literature Review and Hypotheses

Several of the natural gas volatility determinants studied in this paper have been examined before individually. Susmel & Thompson (1997), Murry & Zhu (2004), and Mu (2007) have estimated ARCH-GARCH type models of natural gas volatility and have consistently found evidence of volatility persistence, i.e., volatile periods tend to follow volatile periods whereas stable periods tend to follow stable periods.

Susmel & Thompson (1997) find that in the natural gas market, a negative shock has more impact on predicted volatility than a positive shock of the same magnitude while Murry & Zhu (2004) and Mu (2007) find no evidence of asymmetric volatility in this market. Contrary to the findings in Susmel & Thompson (1997), Murry & Zhu (2004), and Mu (2007), there are good reasons to expect that in the natural gas market, a positive shock could have more impact on predicted future volatility than an equivalent negative shock. The reasoning behind this hypothesis is based on the likely shape of the natural gas supply and demand curves. At low volume and prices, natural gas supply is highly elastic, but once storage limits are reached, supply becomes quite inelastic as natural gas producers, due to infrastructure constraints, are unable to increase their production levels within a short period of time (Krichene, 2002; Burns, 2008). The inelasticity of natural gas supplies is also caused by the fact that the U.S. gas market, although tightly integrated with the Canadian gas market, is relatively isolated from overseas natural gas supplies (Note 3). The natural gas demand curve also contains an elastic portion when prices are low and an inelastic portion when prices are high (Krichene, 2002; Burns, 2008). Given the hypothesized shape of the natural gas supply and demand curves, the same fluctuation in demand when prices are low should cause a smaller change in prices than when prices are high. Thus, a positive price shock which moves the natural gas market up the supply and demand curves is likely to presage higher future volatility than a negative shock moving the market down the curves.

Regarding a day-of-the-week volatility pattern, Murry & Zhu (2004) find higher volatility on Monday which is attributable to the accumulation of information over the weekend, and on Wednesday, the day the American Gas Association (AGA) released its Weekly Natural Gas Storage Report from November 1997 to August 2003. The Storage Report, which “provides an estimate of the change in inventory levels for working gas in storage facilities across the United States” (Note 4), is widely considered to be one of the most important news release for the natural gas market (Linn & Zhu, 2004). Linn & Zhu (2004) find that the release of the Storage Report causes increased volatility in the natural gas market for about 30 minutes following the announcement. This research attempts to simultaneously test for both day-of-the-week and storage announcement effects on volatility. If volatility increases on a
certain day of the week due to storage announcement, that day-of-the-week pattern should disappear when the model controls for the impact of storage surprise on volatility (Andersen & Bollerslev, 1998).

Although it is generally argued that natural gas prices are weather-sensitive, (Fleming, Kirby, & Ostdick, 2006; Chiou-Wei, Linn, & Zhu, 2007; Mu, 2007), a time-of-the-year natural gas volatility pattern has received little attention in the literature. (Note 5) This study hypothesizes that natural gas volatility increases in winter even after other determinants are controlled for. This time-of-the-year pattern in natural gas volatility is possibly caused by periodic imbalances between supply and demand during the winter months. The demand for natural gas often displays a substantial fluctuation in winter and occasionally spikes during a cold snap. At the same time, however, the supply of natural gas is essentially fixed in winter due to storage capacity and limited imports (EIA Publication, 2012). Therefore, possible supply and demand imbalances in winter may cause large price swings in the natural gas market. This observation motivates the hypothesis of higher natural gas volatility in the winter months.

Consistent with the argument that natural gas prices are weather-sensitive, Mu (2007) finds that weather surprise (the deviation of temperatures from normal) has a significant effect on the conditional volatility of natural gas prices. This research hypothesizes that the impact of weather on natural gas volatility is still robust after the time-of-the-year volatility pattern is controlled for.

Another seasonality pattern examined in this study is the behavior of volatility during the last five trading days of a month, which is known as “bid week” in the natural gas market. Although the daily spot market is active for natural gas and gas transactions are done in terms of volume per day, the standard market practice is to deal for a month at a time and the majority of gas trading occurs during the bid week. During these five trading days, buyers and sellers arrange for the purchase and sale of physical natural gas to be delivered throughout the coming month and the average prices set during bid week are commonly the prices used in spot contracts over the coming month. (Note 6)

During bid week, as marketers’ bids for natural gas to be delivered in the coming month are revealed and spot contracts are signed, this sort of news should contain information relevant to the futures market. This is akin to announcement effect documented in Ederington & Lee (1993, 1995) for the T-bond, interest rates and foreign exchange markets, in Flannery & Protopapadakis (2002) for the stock market, and in Linn & Zhu (2004) for the natural gas market, among others. This study hypothesizes that natural gas volatility increases during bid week. As documented in Ederington & Lee (1993, 1995) and others, volatility tends to increase when lots of new information is coming to the market. In addition to an announcement effect, volatility in the natural gas futures market should increase during bid week also due to the expiration of nearby futures contracts. The first three trading days of bid week is the period when nearby futures contracts are expiring and traders are having to reverse their positions and therefore, could be characterized by high volatility.

Previous studies on scheduled announcement effects (Ederington & Lee, 1993, 1995; Jones,
Lamont, & Lumsdaine, 1998; Flannery & Protopapadakis, 2002; Linn & Zhu, 2004, among others) have consistently found evidence that prices tend to complete adjusting to new information within the announcement day since news becomes available to all market participants at the same expected time. Subsequently, volatility tends to fall back to near normal level the following day.

However, “bid week” information is different from scheduled announcements in that while the latter arrives in the market at the same time, information about prices and volumes being set in the spot markets tends to leak out from many spot contract signings and does not fully become public knowledge until the following day. Consequently, natural gas volatility should continue to increase on the day following bid week as all “bid week” news becomes public.

As noted above, previous studies on natural gas volatility consider only one or two possible determinant types. In other words, they test for volatility persistence and/or day-of-the-week, for announcement effect or weather effect but not all four. This study extends the research in natural gas volatility in several dimensions. First, the paper simultaneously estimates GARCH, seasonality, announcement and weather effects as well as testing for a possible volatility asymmetry in one single econometric model. Second, the paper tests and quantifies several unexplored determinants of natural gas volatility such as bid week volatility patterns. Third, as explained further in Section 4, the model used in this study affords a cleaner test of seasonality, announcement and weather effects than that in previous studies.

3. Data and Preliminary Analysis

3.1 Natural Gas Prices

This study examines natural gas volatility using daily prices of the NYMEX nearby futures contracts from January 02, 1997 to December 31, 2012. The daily trading data is obtained from the U.S. Energy Information Administration (Note 7). Natural gas futures contracts, which began trading on the NYMEX on April 3, 1990, trade in units of 10,000 million British thermal units (mmBTu).

Futures prices are used in place of spot prices for the following reasons. First, the NYMEX natural gas futures price is widely used as a national benchmark price. Natural gas futures prices are also the prices reported in newspapers. Second, the futures market for natural gas is liquid and centralized while spot markets are localized and illiquid. Third, futures prices are the prices normally used in most risk management contracts such as swaps and options.

Two measures of daily natural gas volatility are used in this study. The first volatility measure is based on a GARCH type model. In this framework, daily log returns (Note 8) are defined as 

$$ r_t = \ln(P_t/P_{t-1}) $$

wherein $P_t$ is the closing price of the nearby futures contract on day $t$ and $P_{t-1}$ is the price of the same contract the previous day. As traders often cover their positions on the last trading day of a contract’s life, trading volume and open interest decline and price volatility increases substantially on that day. To avoid this “thin market” problem, return of the nearest contract on the last trading day of each month is replaced with that of the second nearest contract when the $r_t$ series are constructed.
To check the robustness of the GARCH type estimation results, this study utilizes a second volatility measure which is the extreme value estimator developed by Parkinson (1980) and used in numerous studies including Wiggins (1992), Martens & Van Dijk (2007) and Cao, Chang, & Wang (2008), among others. In the extreme value method, intraday volatility on day $t$ is calculated as:

\[
 Variance_t = \frac{(\ln(High_t) - \ln(Low_t))^2}{4 \ln(2)}
\]

where $High_t$ and $Low_t$ denote the highest and lowest prices of the nearby futures contract on day $t$, respectively. As Parkinson (1980) shows, this measure can be used as an estimator of the variance of the price if the latter follows a random walk with zero drift. (Note 9)

Table 1. Summary statistics

<table>
<thead>
<tr>
<th></th>
<th>Returns</th>
<th>Absolute Returns</th>
<th>Extreme value estimator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean ($\times 10^5$)</td>
<td>0.0340</td>
<td>2.7597</td>
<td>2.8610</td>
</tr>
<tr>
<td>Maximum</td>
<td>0.3244</td>
<td>0.3244</td>
<td>0.1950</td>
</tr>
<tr>
<td>Minimum</td>
<td>-0.1990</td>
<td>0.0000</td>
<td>0.0012</td>
</tr>
<tr>
<td>Std Dev</td>
<td>0.0382</td>
<td>0.0264</td>
<td>0.0148</td>
</tr>
<tr>
<td>Annualized Std Dev</td>
<td>0.6219</td>
<td>0.4298</td>
<td></td>
</tr>
<tr>
<td>Skewness</td>
<td>0.4570</td>
<td>2.6122</td>
<td>2.7047</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>8.0764</td>
<td>16.6902</td>
<td>21.9202</td>
</tr>
<tr>
<td>Rho (First order autocorrelation coefficient)</td>
<td>-0.0614</td>
<td>0.1151**</td>
<td>0.3941**</td>
</tr>
</tbody>
</table>

This table presents summary statistics for natural gas returns, absolute returns and extreme value estimators of volatility. The second column presents summary statistics for daily returns, $r_t$, where $r_t = \ln(P_t/P_{t-1})$; $P_t$ is the price of the nearby futures contract on day $t$ and $P_{t-1}$ is the price of the same futures contract on the previous day. The third column presents summary statistics for absolute values of daily returns. The fourth column presents summary statistics for extreme value estimators of volatility, $Std_t$, where $Std_t = \frac{|\ln(High_t) - \ln(Low_t)|}{2\sqrt{\ln(2)}}$, $High_t$ and $Low_t$ denote the highest and the lowest prices of the nearby natural gas futures contract on day $t$, respectively. (**) on Rho designates estimates significantly different from zero at the 0.01 level. The sample extends from January 02, 1997 to December 31, 2012.

Table 1 provides summary statistics of daily returns and extreme value volatility estimate of natural gas nearby futures prices. The annualized standard deviation of the daily percentage change in nearby natural gas prices over the January 1997-December 2012 period is 62.19%,
indicating a highly volatile natural gas market. Table 1 shows preliminary evidence of
volatility persistence in that the first-order autocorrelation coefficients for absolute returns
and for extreme value estimator of volatility are positive and significant at the 0.01 level. For
squared returns (not reported), the first-order autocorrelation coefficient is also significantly
positive at the 0.001 level. Clearly, the natural gas market, like many others, is characterized
by volatility persistence.

3.2 Natural Gas Storage Data

The actual storage announcement data are collected from various issues of the Weekly
Natural Gas Storage Report issued by the U.S. Energy Information Administration (EIA). The
Storage Report was compiled and released by the American Gas Association (AGA) prior to
April 10, 2002 and by the EIA since then. The report contains the actual level of natural gas
in storage and change in the level of storage in three regions, Consuming East, Consuming
West, and Producing Region, as of each Friday. The Report was released on Wednesday
(prior to May 06, 2002) and on Thursday (after May 06, 2002) of the subsequent week.

Several years after the first Storage Report was released in 1994, analysts from the consulting
industry, production companies and investment banks began providing their weekly forecasts
of storage changes and the implied storage levels to be released in the Storage Report. To
facilitate the public dissemination of these analyst forecasts, Bloomberg, a major market
information vendor, solicits forecasts from analysts, computes a consensus estimate and
publishes this information electronically in advance of the Storage Report release (Note 10).
The Bloomberg survey of predicted changes in storage is generally regarded as the best
available amongst practitioners. The survey also represents the forecasts that are most readily
available to market participants (Chiou-Wei, Linn, & Zhu, 2007; and Gay, Simkins, & Turac,
2007). Following Chiou-Wei et al. (2007) and Gay et al. (2007), this study assumes that
natural gas market participants condition their expectation of the weekly storage change to
equal the Bloomberg consensus analyst forecast. Consequently, this paper uses survey data
available on Thursday morning prior to the release of the EIA report as a proxy for the
market’s expectation of natural gas storage change before the announcement.

3.3 Weather Data

Weather data are obtained from the National Climatic Data Center (NCDC), a division of the
National Oceanographic and Atmospheric Administration (NOAA), Department of
Commerce. Following the industry convention, this research controls for weather conditions
using two measures. A Cooling Degree Day (CDD) is one for which the actual temperature
minus 65 degrees F is greater than zero. The first calendar day dummy is assigned the value
of the difference when this is the case and 0 otherwise. A Heating Degree Day (HDD) occurs
when 65 degrees F minus the actual temperature is greater than zero. The second calendar
day dummy is assigned the degree difference when this condition is met and 0 otherwise.
Therefore, each day receives both a CDD measure and an HDD measure. The dataset
contains variables measuring daily actual temperature and the data on normal condition
defined as the previous 30 years’ average temperature as of the relevant date. Weather data
are obtained from weather reporting stations in the following main consumption regions:
Chicago, New York, Atlanta, and Dallas.

4. Model Specification and Analysis

In order to test and quantify the determinants of natural gas volatility as discussed in section 2, this study estimates a model in which the conditional variance follows a regime-switching GARCH type process:

\[ r_t = \mu + \alpha_1 Oilret_t + \alpha_2 CddDiff_t + \alpha_3 HddDiff_t^{(+)} + \alpha_4 HddDiff_t^{(-)} + \alpha_5 SRFE_t + \sum_{i=1}^4 \theta_i DW_{t,i} + \varepsilon_t \]  \hspace{1cm} (1)

where

\[ \varepsilon_t \sim \text{N}(0, \sigma_t^2) \text{ and } \sigma_t^2 = h_t \cdot s_t \]  \hspace{1cm} (2)

\[ h_t = \text{Var}(\zeta_t) = \omega + \alpha \zeta_t^2 + \beta h_{t-1} + \gamma \zeta_{t-1}^2 I_{t-1} \]  \hspace{1cm} (3)

\[ s_t = \prod_{i=1}^5 s_{j,t} \]  \hspace{1cm} (4)

\[ s_{1,t} = \prod_{i=1}^4 \left(1 + \lambda_i DW_{t,i} \right) \]  \hspace{1cm} (4.a)

\[ s_{2,t} = (SR_t)^x \]  \hspace{1cm} (4.b)

\[ s_{3,t} = \prod_{i=1}^{11} (1 + \phi_i DM_{i,t}) \]  \hspace{1cm} (4.c)

\[ s_{4,t} = (I + \psi W_t) \]  \hspace{1cm} (4.d)

\[ s_{5,t} = (I + \delta_0 BW_t)(I + \delta_1 ABW_t) \]  \hspace{1cm} (4.e)

The purpose of equation 1 (the mean equation) is to remove predictable changes in natural gas returns thereby obtaining the surprise return \( \varepsilon_t \), whose volatility is examined in the study. The specification of the mean equation is motivated by Chiou-Wei et al. (2007) and Mu (2007) who find that (1) changes in natural gas prices are statistically significantly and positively related to changes in crude oil prices, (2) weather shock, which is a proxy for natural gas demand, tends to have some impact on natural gas prices, and (3) natural gas prices strongly react to the “surprise” component in the natural gas Storage Report.

In equation (1), \( r_t \) is the log percentage change in price of the nearby natural gas futures contract on day \( t \); \( Oilret_t \) is the log percentage change in price of the nearby crude oil futures contract on day \( t \); \( CddDiff_t \) is the difference between the actual Cooling Degree Day measure and the 30-year average CDD measure for day \( t \); \( HddDiff_t \) is the difference between the actual Heating Degree Day measure and the 30-year normal HDD measure for day \( t \). If \( HddDiff_t > 0 \) and 0 otherwise, \( HddDiff_t^{(+)} = HddDiff_t \); if \( HddDiff_t < 0 \) and 0 otherwise, \( HddDiff_t^{(-)} = HddDiff_t \). if \( HddDiff_t < 0 \) and 0 otherwise;
SRFE\(_i\) is the surprise in the change in storage which is defined as the actual storage change as reported in the EIA storage survey minus the consensus expected storage change as reported by Bloomberg prior to the EIA report release; \(DW\(_{i,t}\)\) are zero-one dummies for Monday (which includes the weekend), Wednesday, Thursday and Friday with Tuesday being the left-out day.

The mean equation is not the focus of this paper. The main interest is in the determinants of the variance of the surprise natural gas return, \(\epsilon\(_i\)\). This variance is modeled as a multiplicative function of an asymmetric GARCH function (equation 3), day-of-the-week pattern (equation 4.a), storage announcement effect (equation 4.b), month-of-the-year pattern (equation 4.c), temperature impact (equation 4.d), and bid week effect (equation 4.e).

### 4.1 Volatility Persistence and Asymmetric Volatility

Equation 3 is the asymmetric GARCH model due to Glosten et al. (1993) often referred to as the GJR or TGARCH model in which \(I\(_t\)= 1\) if \(\zeta\(_{i,t}\) <0\) and 0 otherwise. If volatility persistence is an attribute of the natural gas market, \(\alpha\) and \(\beta\) should be significantly positive, implying that predicted volatility depends on both unexpected price changes and the previous day’s forecast volatility. Asymmetric volatility implies \(\gamma \neq 0\) in equation (3); \(\gamma <0\) implies that a positive shock increases conditional volatility more than an equivalent negative shock.

### 4.2 Seasonality Patterns, Storage Announcement, Weather, and Bid Week Effects

Equation 4, the transitory effects equation, estimates the impact of other hypothesized determinants on volatility.

Equation 4(a) estimates a day-of-the-week pattern in natural gas volatility. \(DW\(_{i,t}\)\) are zero-one dummies for Monday (which includes the weekend), Wednesday, Thursday and Friday with Tuesday being the left-out day. \(\lambda\(_i\)\) estimates the average percentage difference between volatility on day \(i\) and volatility on Tuesday. In other words, assuming that \(s\(_{2,i}=s\(_{3,i}=s\(_{4,i}=s\(_{5,i}=1\), the estimated variance on Tuesday is \(h\(_i\)\). On Monday, the estimated variance is \(h\(_i(1+\lambda\(_M\))\). On Wednesday, the estimated variance is \(h\(_i(1+\lambda\(_W\))\) and so on for other days. If the natural gas market is impacted by news occurring over the weekend, Monday return (which is a three-day return including the weekend) should be more volatile than any normal weekday return and \(\lambda\(_M\) >0\). Also, if the Natural Gas Storage Report contains price moving information, volatility should be higher on days the report is released. The model does not include a separate dummy variable for storage report announcement days in equation 4 because, since this announcement is released weekly, announcement impact cannot be separated from other possible weekly factors. When the model is used to test for a day-of-the-week volatility pattern, it is anticipated that this weekly announcement will be part of the reason for such a pattern.

Equation 4(b) tests the hypothesis that natural gas volatility is sensitive to the surprise in the change in natural gas in storage. The level of natural gas in storage and the change in natural gas in storage often receive a great deal of attention because they are widely considered significant measures of supply and demand balance in the market (EIA Publication, 2007; Mu, 2007). For example, a low inventory of working gas than the market’s expectation may create
a perception of supply tightness, which places upward pressure on prices. Chiou-Wei, Linn, & Zhu (2007) find an inverse relation between the change in storage surprise (actual change minus expected change) and futures price change on the days of the EIA storage announcement.

Following Balduzzi, Elton, & Green (2001), and Andersen, Bollerslev, Diebold, & Vega (2003), this study defines the standardized change in storage surprise as: \(SSRFE_t = \frac{|SRFE_t|}{s_{SR}}\)

where \(SRFE_t\) is the surprise in the change in storage = the actual storage change (reported in the EIA report)—the consensus expected storage change (reported by Bloomberg prior to the EIA report release) and \(s_{SR}\) is the sample standard deviation of \(|SRFE_t|\). Separate variables for positive surprise and negative surprise are not included in the specification because Chiou-Wei et al. (2007) find no evidence that natural gas prices respond differently to positive surprises as compared to negative surprises. The variable \(SR_t\) is then defined as: \(SR_t = SSRFE_t\) on days the storage report announcement is released and \(SR_t = 1\) on other days since Chiou-Wei et al. (2007) find that the market’s assessment of the level of natural gas in storage (as measured by the difference between the consensus Bloomberg forecast and the 5-year average volume) is unrelated to the price change on non-announcement days. If larger storage surprises are associated with larger futures price changes, \(\kappa\) should be \(> 0\).

In equation 4(c), \(DM_{t,i}=1\) if the futures contract observed on day \(t\) expires in month \(i\). \(\theta_i \neq 0\) imply a month-of-the-year volatility pattern. In equation 4(d), \(W_i = 1\) if the difference between the actual Heating Degree Day measure and the 30-year normal HDD measure for day \(t\) (\(HddDiff_t\)) is \(< 0\) and \(W_i = 0\) otherwise. The model does not include dummy variables for days when \(CddDiff_t \neq 0\) or when \(HddDiff_t > 0\) since results from the mean equation do not indicate that \(CddDiff_t\) and \(HddDiff_t^{+1}\) have significant impact on natural gas prices.

Equation 4(e) estimates the behavior of natural gas volatility around bid week. \(BW_t\) is 1 if day \(t\) is one of the last five trading days in a month and 0 otherwise. It is hypothesized above that \(\delta_0 > 0\). \(ABW_t\) is used as dummy for the day after bid week. If prices and volumes set during bid week leak from contract signings rather than being available to all market participants at the same time as in the case for scheduled announcements, part of bid week information is not public knowledge until right after bid week. Therefore, volatility should increase when all information becomes public and \(\delta_1 > 0\).

4.3 Comparison with Previous Models

Specification (1-4) improves on models used in several previous studies for natural gas and other markets which seek to simultaneously estimate both GARCH and other determinants of volatility. The introduction of a transitory volatility equation \(s_t\) into the specification enables us to implement a much cleaner study of the determinants of volatility than when announcement and/or day-of-the-week dummies are added to the variance equation. For instance, Hsieh (1989), Berument & Kiybaz (2001), Ederington & Lee (2001) and Lee (2002) use GARCH type models to examine day-of-the-week effects on volatility in the foreign
exchange, stock, and interest rates markets and Murry & Zhu (2004) in the natural gas market. In those studies, weekday dummies are in the $h_t$ equation (equation 3) and the coefficient estimates reflect how conditional volatility changes across weekdays. Thus, using their model, there is no $s_t$ equation (equation 4) and equation (3) becomes:

$$h_t = \omega + \alpha_{t-1}^2 + \beta h_{t-1} + \lambda_M DW_{M,t} + \lambda_W DW_{W,t} + \lambda_F DW_{F,t} \tag{5}$$

In equation 5, since weekday dummies are in the $h_t$ equation, the dummy for any day of the week impacts volatilities on all days of the week through the $h_{t-1}$ term on the right hand side of the equation. Suppose, for instance, that day $t$ is Monday. $\partial h_t / \partial DW_{M,t} = \lambda_M$. Now consider the impact of the Monday dummy on volatility on Tuesday (day $t+1$). Since

$$h_{t+1} = \omega + \alpha_{t-1}^2 + \beta h_t + \lambda_M DW_{M,t+1} + \lambda_W DW_{W,t+1} + \lambda_F DW_{F,t+1}, \tag{5}$$

$\partial h_{t+1} / \partial DW_{M,t} = (\partial h_t / \partial h_t)(\partial h_t / \partial DW_{M,t}) = \beta \lambda_M$. Likewise, the Monday dummy impact on the Wednesday’s volatility is $\partial h_{t+2} / \partial DW_{M,t} = \beta^2 \lambda_M$. Therefore, when weekday dummies are in the $h_t$ equation, as in equation (5), $\lambda_M$ does not measure how much higher volatility is on Monday than on the omitted day (Tuesday). Indeed, depending on the coefficient pattern, day $X$ which has the highest $\lambda_X$ coefficient may not be the day with the highest volatility.

In contrast, a specification which separates the variance of returns into a persistent part, equation (3), and a non-persistent part, equation (4), allows us to estimate a model in which any weekday dummy impacts that day’s volatility only. For example, $\lambda_M$ measures how much higher (or lower) in percentage terms the volatility is on Monday than on the omitted day (Tuesday) and $\lambda_W$ measures how much higher (or lower) the volatility is on Wednesday and so on.

To estimate the announcement impacts on volatility, several previous studies, for example, Hsieh (1989), Berument & Kiymaz (2001), Ederington & Lee (2001), De Goeij & Marquering (2006) for other markets and Mu (2007) for the natural gas market, add an announcement dummy to the $h_t$ equation and do not include the $s_t$ equation. Thus, the variance equation becomes:

$$h_t = \omega + \alpha_{t-1}^2 + \beta h_{t-1} + \delta_0 DA, \tag{6}$$

In equation (6), an unscheduled shock on day $t-1$ impacts volatility on day $t$ through the term $\alpha_{t-1}^2$. However, since an announcement impact is forced to persist on the subsequent days ($\partial h_t / \partial DA_t = \delta_0$, $\partial h_{t+1} / \partial DA_t = (\partial h_t / \partial h_t)(\partial h_t / \partial DA_t) = \beta \delta_0$, $\partial h_{t+2} / \partial DA_t = \beta^2 \delta_0$ and so on), the impact of a shock due to day $t-1$’s scheduled announcement on day $t$’s volatility includes not only $\alpha_{t-1}^2$ but also $\beta \delta_0$. Consequently, models like equation (6) impose much higher persistence for shocks due to scheduled announcements than for equivalent shocks due to unscheduled announcements. In contrast, in specification (1-4), the impact of a shock due to storage announcement does not persist on the following days $\ln(\partial \sigma_t^2 / \partial SR_t) = \kappa$ and $\ln(\partial \sigma_t^2 / \partial SR_t) = 0$ and therefore, the estimated impact of day $t-1$’s shock on the following day $t$’s volatility is the same for scheduled and unscheduled announcements.
5. Results

Since the data of analysts’ forecast of natural gas storage is available in Bloomberg starting May 03, 2002, this study estimates specification (1-4) without storage surprise variables in the mean and variance equations for the sample period January 1997-December 2012 and estimate the full specification (1-4) for the sub-period May 2002-December 2012. The last three columns of Panel A and Panel B in Table 2 present the results for the 1997-2012, 1997-2002 and 2002-2012 periods, respectively.

Table 2. The multiplicative GARCH-type model of volatility determinants

Panel A. Mean equation

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu )</td>
<td>0.1580</td>
<td>-0.003</td>
<td>0.2398</td>
</tr>
<tr>
<td></td>
<td>(0.1565)</td>
<td>(0.2324)</td>
<td>(0.1648)</td>
</tr>
<tr>
<td>( \delta )</td>
<td>0.4632**</td>
<td>0.3320***</td>
<td>0.5329***</td>
</tr>
<tr>
<td></td>
<td>(0.0304)</td>
<td>(0.0416)</td>
<td>(0.0502)</td>
</tr>
<tr>
<td>( \delta )</td>
<td>0.0443</td>
<td>0.0145</td>
<td>0.0870</td>
</tr>
<tr>
<td></td>
<td>(0.0435)</td>
<td>(0.0307)</td>
<td>(0.0715)</td>
</tr>
<tr>
<td>( \delta )</td>
<td>0.0016</td>
<td>-0.0023</td>
<td>0.0060</td>
</tr>
<tr>
<td></td>
<td>(0.0221)</td>
<td>(0.0309)</td>
<td>(0.0304)</td>
</tr>
<tr>
<td>( \delta )</td>
<td>-0.0362</td>
<td>0.0216</td>
<td>-0.0559</td>
</tr>
<tr>
<td></td>
<td>(0.0188)</td>
<td>(0.0269)</td>
<td>(0.0230)</td>
</tr>
<tr>
<td>( \delta )</td>
<td>-0.1523</td>
<td>0.0626</td>
<td>-0.3291</td>
</tr>
<tr>
<td></td>
<td>(0.2269)</td>
<td>(0.3369)</td>
<td>(0.2803)</td>
</tr>
<tr>
<td>( \delta )</td>
<td>-0.2572</td>
<td>-0.4183</td>
<td>-0.0500</td>
</tr>
<tr>
<td></td>
<td>(0.2214)</td>
<td>(0.3284)</td>
<td>(0.2261)</td>
</tr>
<tr>
<td>( \delta )</td>
<td>-0.2759</td>
<td>0.1750</td>
<td>-0.6216</td>
</tr>
<tr>
<td></td>
<td>(0.2225)</td>
<td>(0.3299)</td>
<td>(0.2453)</td>
</tr>
<tr>
<td>( \delta )</td>
<td>-0.0356</td>
<td>0.3463</td>
<td>-0.4796</td>
</tr>
<tr>
<td></td>
<td>(0.2248)</td>
<td>(0.3336)</td>
<td>(0.2037)</td>
</tr>
<tr>
<td>( \delta )</td>
<td>-0.0636</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0148)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Panel B. Variance Equation

<table>
<thead>
<tr>
<th></th>
<th>GJR model</th>
<th>Full model</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \omega )</td>
<td>0.3673***</td>
<td>0.1668***</td>
</tr>
<tr>
<td></td>
<td>(0.0652)</td>
<td>(0.0483)</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>0.0995***</td>
<td>0.0691***</td>
</tr>
<tr>
<td></td>
<td>(0.0077)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>( \beta )</td>
<td>0.8869***</td>
<td>0.9235***</td>
</tr>
<tr>
<td></td>
<td>(0.0104)</td>
<td>(0.0119)</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>-0.0158</td>
<td>-0.0359**</td>
</tr>
<tr>
<td></td>
<td>(0.0088)</td>
<td>(0.0125)</td>
</tr>
<tr>
<td>( \delta )</td>
<td>0.8772***</td>
<td>0.7047***</td>
</tr>
<tr>
<td></td>
<td>(0.1434)</td>
<td>(0.1914)</td>
</tr>
<tr>
<td>( \delta )</td>
<td>0.1080</td>
<td>0.1678</td>
</tr>
<tr>
<td></td>
<td>(0.0843)</td>
<td>(0.1288)</td>
</tr>
<tr>
<td>( \delta )</td>
<td>0.4752**</td>
<td>0.2848*</td>
</tr>
</tbody>
</table>

* 0.10 ** 0.05 *** 0.01
Table 2 presents the estimates of the following model:

\[ r_t = \mu + \alpha_1 \text{Oilret}_t + \alpha_2 \text{CddDif}_{t} + \alpha_3 \text{HddDif}_{t-1} + \alpha_4 \text{SRFE}_{t} + \sum_{i=1}^{4} \theta_i \text{DW}_{i,t} + \epsilon_t \]  

\[ \epsilon_t \sim N(0, \sigma_{\epsilon}^2) \] and \[ \sigma_{\epsilon}^2 = h_t \cdot s_t \]  

\[ h_t = \text{Var}(\zeta_t) = \omega + \alpha_{\zeta} \zeta_{t-1}^2 + \beta h_{t-1} + \gamma \zeta_{t-1}^2 I_{t-1}, \text{ where } \zeta_t = \epsilon_t / s_t^5 \]  

\[ s_t = \prod_{i=1}^{5} s_{i,t} \]  

\[ s_{i,t} = \prod_{i=1}^{4} (1 + \lambda_i \text{DW}_{i,t}) \]  

<table>
<thead>
<tr>
<th>Month</th>
<th>( \mu )</th>
<th>( \alpha_1 )</th>
<th>( \alpha_2 )</th>
<th>( \alpha_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friday</td>
<td>-0.2575</td>
<td>-0.2640</td>
<td>-0.2740</td>
<td></td>
</tr>
<tr>
<td>January</td>
<td>1.2836</td>
<td>1.2888</td>
<td>1.5620</td>
<td></td>
</tr>
<tr>
<td>February</td>
<td>1.0768</td>
<td>0.8148</td>
<td>1.5867</td>
<td></td>
</tr>
<tr>
<td>March</td>
<td>0.4082</td>
<td>0.1985</td>
<td>1.7669</td>
<td></td>
</tr>
<tr>
<td>April</td>
<td>-0.1847</td>
<td>-0.1062</td>
<td>0.9597</td>
<td></td>
</tr>
<tr>
<td>May</td>
<td>-0.3292</td>
<td>-0.3109</td>
<td>0.0804</td>
<td></td>
</tr>
<tr>
<td>July</td>
<td>-0.2519</td>
<td>-0.1702</td>
<td>-0.0954</td>
<td></td>
</tr>
<tr>
<td>August</td>
<td>0.0157</td>
<td>-0.1635</td>
<td>0.3141</td>
<td></td>
</tr>
<tr>
<td>September</td>
<td>0.3961</td>
<td>0.1688</td>
<td>0.9475</td>
<td></td>
</tr>
<tr>
<td>October</td>
<td>1.5795</td>
<td>1.3393</td>
<td>1.8148</td>
<td></td>
</tr>
<tr>
<td>November</td>
<td>1.2622</td>
<td>1.2646</td>
<td>3.4377</td>
<td></td>
</tr>
<tr>
<td>December</td>
<td>0.6336</td>
<td>0.7675</td>
<td>2.0524</td>
<td></td>
</tr>
</tbody>
</table>

W: 0.3185

BW: 0.6592

ABW: 0.4802

SR: 0.2167

Log-Likelihood: -7116.32

-6947.23

-3560.01

-4277.480
\[ s_{2,t} = (SR_t)^e \] (4.b)

\[ s_{3,t} = \prod_{i=1}^{11} (1 + \theta_i DM_{i,t}) \] (4.c)

\[ s_{4,t} = (1 + \psi W_t) \] (4.d)

\[ s_{5,t} = (1 + \delta_0 BW_t)(1 + \delta_1 ABW_t) \] (4.e)

\[ r_t \] is the log percentage change in price of the nearby natural gas futures contract on day \( t \), \( \varepsilon_t \) is a normally distributed random variable with conditional mean zero and conditional variance \( \sigma^2 \). \( oilret_t \) is the log percentage change in price of the nearby crude oil futures contract on day \( t \). \( cddDif_t \) is the difference between the actual Cooling Degree Day measure and the 30-year average CDD measure for day \( t \); \( hddDif_t \) is the difference between the actual Heating Degree Day measure and the 30-year normal HDD measure for day \( t \); \( HddDif_t^{(+)} = HddDif_t \) if \( HddDif_t > 0 \) and 0 otherwise, \( HddDif_t^{(-)} = HddDif_t \) if \( HddDif_t < 0 \) and 0 otherwise; \( SRFE_t \) is the surprise in the change in storage = the actual storage change as reported in the EIA storage survey - the consensus expected storage change as reported by Bloomberg prior to the EIA report release; \( DW_{it} \) are zero-one dummies for Monday (which includes the weekend), Wednesday, Thursday and Friday with Tuesday being the left-out day. \( I_{r,i} = 1 \) if \( \varepsilon_{r,t} < 0 \) and 0 otherwise. \( SR_t = \frac{SRFE_t}{s_{SR}} \) on days the storage report announcement is released and 1 otherwise where \( s_{SR} \) is the sample standard deviation of \( |SRFE_t| \). \( DM_{it} = 1 \) if the futures contract observed on day \( t \) expires in month \( i \), \( W_t = 1 \) if the difference between the actual Heating Degree Day measure and the 30-year normal HDD measure for day \( t \) (\( HddDif_t \)) is < 0 and \( W_t = 0 \) otherwise. \( BW_t = 1 \) if day \( t \) is one of the last five trading days in a month and 0 otherwise. \( ABW_t = 1 \) if day \( t \) is the first trading day in a month and 0 otherwise. Standard errors are shown in parentheses. (***) (**) (*) designate estimates significantly different from zero at the 0.001, 0.01 and 0.05 levels, respectively. The sample extends from January 02, 1997 to December 31, 2012.

5.1 The Mean Equation

Consistent with the findings in Chiou-Wei et al. (2007) and in Mu (2007), natural gas returns are statistically significantly and positively related to crude oil returns. There is no significant evidence that a departure from normal weather conditions in the summer (\( CddDif \)) or on winter days when the temperature is higher than normal (\( HddDif^{(+)} \)) has significant impact on natural gas prices. However, a departure from the norm on winter days when the temperature is lower than normal (\( HddDif^{(-)} \) tends to have a negative impact on natural gas prices. For the period 05/2002-12/2012, the estimated coefficient for \( SRFE_t \) is negative and significantly different from zero at the 0.001 level, implying a tendency for natural gas prices to increase
on days the EIA releases news of a lower than expected gas in storage and to decrease on news of a higher than expected gas in storage. This result is consistent with the findings in Chiou-Wei et al. (2007) and in Mu (2007). There is no significant evidence of a day-of-the-week effect in natural gas prices for the sample period 1997-2012 but for the sub-period 05/2002-12/2012, natural gas prices tend to decline on Thursday and Friday.

5.2 Volatility Persistence and Asymmetric Volatility

As expected, there is evidence of volatility persistence in the natural gas market. The estimates of $\alpha$ and $\beta$ are positive and significant at the 0.001 level, implying that predicted volatility depends on both previous shocks and previous volatilities. Hence, in the natural gas market, highly volatile periods tend to be followed by volatile periods in the following days. This result is consistent with the findings in Murry & Zhu (2004) and Mu (2007). However, while Murry & Zhu (2004) and Mu (2007) find no evidence of asymmetric volatility in the natural gas market, the estimated $\gamma$ in this study is significantly negative, indicating that volatility increases considerably more following a sudden increase in natural gas prices than following an equal sudden decrease in prices. As hypothesized earlier, the behavior of natural gas volatility could mostly be explained by the likely shape of the supply and demand curves. Since the same fluctuation in demand when prices are low should cause a smaller change in prices than when prices are high, a positive price shock which moves the natural gas market up the supply and demand curves is likely to presage higher future volatility than a negative shock moving the market down the curves.

2.a
This figure depicts how equal positive and negative return shocks at time \( t-1 \) impact predicted volatility in the natural gas market according to the estimates of the GJR model and those of the full model (in the second and third columns of Panel B in Table 2). These curves demonstrate how a return shock in time \( t-1, \epsilon_{t-1}, \) is incorporated into volatility estimates (as measured by \( \Delta h_t \)), the percentage change in conditional variance from day \( t-1 \) to day \( t \). \( h_{t-1} \) is assumed to be equal the unconditional variance.

Figure 2(a) plots different impacts of equal positive and negative shocks on predicted volatility according to the estimates from the model (1-4) in the third column of Panel B in Table 2. Suppose that the conditional variance, \( h_{t-1} = \text{Var}(\zeta_{t-1}) \) is at its steady-state level.

According to the estimates in the model, the conditional variance for day \( t \) falls 8% if there was no price change on day \( t-1 \), increases 5.97% if the price fell 15%, and increases 21.03% if the price increased 15%.
This figure presents the impact of a two-standard deviation natural gas return shock on the predicted volatility. Suppose the conditional variance, $h_{t-1}$=$\text{Var}(\zeta_{t-1})$ is at its steady-state level and suppose there is a shock such that $\zeta_{t-1}^2 = 4\text{Var}(\zeta_{t-1})$. This figure demonstrates the percentage difference in expected volatility on day $t+x$ and on day $t-1$, $\left[ \frac{\text{Var}(\zeta_{t+x})}{\text{Var}(\zeta_{t-1})} - 1 \right]$, assuming $E(\zeta_{t+x}^2) = \text{Var}(\zeta_{t+x})$ for $x > -1$ and that negative and positive return shocks are equally likely.

Figure 3 presents the impact of a two-standard deviation return shock on subsequent predicted volatilities in the natural gas market. Suppose the conditional variance, $h_{t-1}$=$\text{Var}(\zeta_{t-1})$ is at its steady-state level and there is a shock such that $\zeta_{t-1}^2 = 4\text{Var}(\zeta_{t-1})$. Figure 3 demonstrates the percentage difference in expected volatility on day $t+x$ and on day $t-1$, $\left[ \frac{\text{Var}(\zeta_{t+x})}{\text{Var}(\zeta_{t-1})} - 1 \right]$, assuming $E(\zeta_{t+x}^2) = \text{Var}(\zeta_{t+x})$ for $x > -1$ and that negative and positive return shocks are equally likely. For example, the conditional volatility is about 14% higher the day after the shock and 7% a week later.

The second column of Panel B in Table 2 presents estimates of a GJR model as it would normally be estimated, i.e., without storage announcement, seasonality, bid week and weather effects. In other words, these are estimates from a model consisting of equations (1-3) only. A comparison of the estimates of the GJR model (in the second column) and those of the full model (in the third column) indicates that determinants of volatility other than volatility persistence and asymmetry are important when modeling volatility in the natural gas market.
The likelihood ratio test statistics is 338.174 with 18 degrees of freedom and therefore, the null hypothesis of no announcement, seasonality, bid week or weather effects is rejected at the 0.001 level. In addition, the estimates of \( \alpha \) and \((\alpha+\gamma)\) in the GJR model are significantly higher than those in the full model. Apparently, failing to control for announcement, seasonality, bid week and weather effects leads to an overestimation of the impact of a surprise return shock on subsequent volatility, and the estimate of the resulting percentage overestimation is 78.76\%. (Assuming negative and positive shocks are equally likely, the estimated average impact of day \( t \)’s return shock on day \( t+1 \)’s volatility is \( \alpha+\gamma \). The overestimation is measured as: \((E_{w_0}/ E_w)-1 \) where \( E_{w_0} \) represents the estimates of \( \alpha+\gamma \) in the second column of Table 2 where these effects are not controlled and \( E_w \) those in the third column where they are).

Figure 2(b) plots different impacts of equal positive and negative shocks on predicted volatility according to the estimates from the GJR and the full models. Again, suppose the conditional variance, \( h_{t-1}=\text{Var}(\zeta_{t-1}) \) is at its steady-state level. According to the estimates in the GJR model, the conditional variance for day \( t \) increases 20.25\% if the price fell 15\%, and increases 25.20\% if the price increased 15\% while according to the estimates in the full model, the increase in conditional variance for day \( t \) are 5.97\% and 21.03\%, respectively. To test whether the omission of announcement, seasonality, bid week or weather effects is responsible for this overestimation, an alternative model is estimated in which equation 4.b and just one of the equations (4a, 4c, 4d or 4e) are dropped from the full model.

When equation 4(c) is dropped from the full model, the estimates of equation 3 are virtually unchanged from those in the second column and the overestimation of the impact of a surprise return shock on subsequent volatility is roughly 60\%. Therefore, failing to control for a month-of-the-year pattern in natural gas volatility is the main cause of the overestimation.

5.3 Day-of-the-week and Storage Announcement

The null hypothesis that \( \lambda_{\text{Monday}}= \lambda_{\text{Wednesday}}= \lambda_{\text{Thursday}}= \lambda_{\text{Friday}} \) is rejected at the 0.01 level with the \( \chi^2 \) test statistics of 108.90 and 3 degrees of freedom, implying a significant day-of-the-week pattern in natural gas volatility. Since Tuesday is the left-out dummy, the coefficients in Panel B of Table 2 measure the difference between average volatility on each weekday and on Tuesday. Contrary to the findings for many financial markets (Note 11), there is no significant evidence of higher natural gas volatility on Friday. This may be explained by the fact that while Friday is the release day of important economic news in other markets, this is not the case for the natural gas market. Indeed, natural gas price volatility is likely to be lowest on Friday.

As expected, Monday return (including weekend) tends to be more volatile than any normal weekday return. During the 1997-2012 period, variance of the Friday-close-to-Monday-close return is 87.72\% higher than variance of Tuesday return at the 0.001 level. Apparently, the natural gas market is impacted by sorts of news occurring during the weekend such as weather forecasts.
Thursday has the second-highest coefficient estimate during the 1997-2012 period. Since the Natural Gas Storage Report was released on Wednesdays before May 06, 2002 (by the American Gas Association) and on Thursdays (by the EIA) since then, separate day-of-the-week volatility patterns are examined for the sub-periods before and after May 06, 2002. Results in the fourth column of Panel B in Table 2 indicate that from 01/1997 to 5/2002, Thursday is associated with the second-highest coefficient estimate. The variance of Thursday return is 28.48% higher than that of Tuesday at the 0.05 level. Apparently, although Wednesday is the release day of the Storage Report in this period, there is no significant evidence of higher natural gas volatility on Wednesday than on other days of the week. This is possibly explained by the timing of the Report release. Prior to March 2, 2000, the AGA Storage Report was announced after the close of NYMEX trading on Wednesday and from March 2000 to May 2002 it was released at the interval of 2:00-2:15 pm on Wednesday during NYMEX trading hours. Consequently, news from the Storage Report apparently did not arrive in the market until the day following the announcement.

Results in the fifth column of Panel B in Table 2 indicate that during the 05/2002-12/2012 sub-period, the variance of Thursday return is 67.60% higher than that of Tuesday at the 0.01 level. Linn & Zhu (2004) and Murry & Zhu (2004) document that the high Thursday volatility is caused by the Natural Gas Storage Report announcement which is released on Thursday (except for holidays) since May 2002. However, if the Storage Report is the only cause of the increased volatility on Thursday, estimates from specification (1-4) should indicate no evidence of higher volatility on Thursday since the specification already controls for the impact of storage report on volatility (Andersen & Bollerslev, 1998). Therefore, the evidence of an increase in natural gas volatility on Thursday even after the impact of storage report release has been controlled for implies that on Thursday, the market is impacted by news other than that from the storage report. Starting in May 2002, in addition to the Storage Report (which is released at 10:30 am), the EIA also releases the Natural Gas Weekly Update at 2:00 pm on Thursday. The Weekly Update summarizes weather conditions, spot and futures prices and other market trends over the preceding week. Apparently, certain news in the Weekly Update such as rig counts or transportation update is relevant to natural gas market participants.

As mentioned above, the level of working gas in storage often receives much attention in the natural gas market since it is widely considered as a measure of supply and demand balance in the market (Linn & Zhu, 2004; Chiou-Wei et al., 2007). Consistent with the results in Chiou-Wei et al. (2007) of storage surprises impact on natural gas prices, results in the last column of Panel B in Table 2 indicate that storage surprise has a significantly positive impact on natural gas volatility. During the winter months (withdrawal season), news about a storage level which is lower (higher) than the market’s expectation indicates a low (high) natural gas supply which causes upward (downward) pressure on market prices. During the refill season, news about a storage level which is lower (higher) than the market’s expectation may increase (decrease) uncertainty regarding whether storage supplies will be sufficient to meet peak demand needs over the following winter. While not surprising given the findings in Linn & Zhu (2004) and in Chiou-Wei et al. (2007), results in this research show a significant
evidence of increased natural gas volatility in response to storage surprise even when the model has controlled for higher Thursday volatility often associated with storage announcement.

5.4 Time-of-the-year Pattern and Weather Effect

Consistent with the hypothesis of time-of-the-year impact on volatility, volatility in the natural gas market exhibits strong seasonality pattern which is illustrated in Figure 4. The null hypothesis:

\[
\theta_{\text{Jan}} = \theta_{\text{Feb}} = \theta_{\text{March}} = \theta_{\text{April}} = \theta_{\text{May}} = \theta_{\text{July}} = \theta_{\text{August}} = \theta_{\text{Sept}} = \theta_{\text{October}} = \theta_{\text{November}} = \theta_{\text{December}}
\]

is rejected at the 0.01 level with the \(\chi^2\) test statistics of 23.93 and 10 degrees of freedom, implying that natural gas volatility significantly differs by month of the year.

Table 4. Time-of-the-year pattern

![Time-of-the-year pattern](image)

This figure presents the month-of-the-year pattern according to the estimates in the third column of Panel B in Table 2. The vertical axis depicts the ratio of the average variance of natural gas volatility on the futures contract expiring in a certain month to that on the futures contract expiring in June.
Volatility tends to be highest from October through February. As heating needs dominate the market from December through February (Fleming, Kirby, & Ostdieck, 2006), demand for natural gas may rise sharply during these months and at the same time, natural gas supply is essentially fixed due to storage constraint. Consequently, the inelasticity of natural gas supply and demand can cause large price swings in order to balance supply and demand in cold winter. November is the first month of the heating season (Note 12) and therefore decisions made during this month tend to impact the volumes in storage for the rest of the upcoming heating season. As natural gas suppliers are uncertain about the levels of supply and demand for the months later in the winter whose overall severity is unknown this early in the withdrawal season, fluctuations in demands are not necessarily met readily with working gas in storage (EIA’s Publication, 2007). Consequently, price spikes may occur during this month.

Surprisingly natural gas prices tend to be most volatile in October. During October, the last month of the injection season, storage facility owners may be competing heavily to inject natural gas for the winter season. This increased competition from storage facilities looking to meet injection refill goals is often coupled with uncertainty regarding whether or not there will be sufficient supplies to meet heating needs in the upcoming heating season (EIA’s Publication, 2007).

The milder spring and summer months exhibit lowest average levels of natural gas volatility. During March and April, the peak winter demand is generally complete and thus, there is less uncertainty regarding supply and demand imbalance (EIA’s Publication, 2007). Although winter-like temperatures sometimes persist into April, it is during this month that natural gas activities tend to switch from storage withdrawals towards storage injection (Note 13).

Overall, there is a strong month-of-the-year pattern in natural gas volatility. During the winter months, both supply and demand are relatively inelastic and therefore, natural gas prices tend to swing more in order to balance supply and demand. Given that either natural gas supplies may not keep pace with the increased demand or a prediction of high demand may not materialize because of mild weather during winter season, months with higher levels of market tightness and/or market uncertainty often exhibit greater volatility.

The coefficient estimate of $\kappa$ is positive and significant at the 0.01 level implying an increase in natural gas volatility on winter days when the average temperature in the main consumption regions falls below the 30-year average. This result is robust after the month-of-the-year pattern is controlled for.

5.5 Bid Week Effect

There is strong evidence of an increase in natural gas volatility during bid week. In the sample period, the estimated increase in average volatility in the last five trading days each month is 65.92%, which is significant at the 0.01 level. As hypothesized above, the increased volatility during bid week is attributable to two reasons. First, as marketers’ bids for natural gas to be delivered in the upcoming months are revealed and spot contracts are signed, this sort of news contains information which moves prices in the futures market. Second, the first three trading days of the bid week could be associated with higher volatility in the futures
market since the nearby futures contract is expiring and traders are having to reverse their positions.

There is also significant evidence of an increase in natural gas volatility on the day following bid week (the first trading day of a month). As mentioned above, bid week news differs from scheduled announcements in that while the latter is available to all market participants at the same expected time, prices and volumes being set during bid week leak from contract signings and therefore, part of this information may not become public knowledge until the following day. Therefore, volatility could continue increasing on the day following bid week as prices and volumes being set in the spot markets become public information. Results from an expanded specification with dummy variables for both the first and the second trading days of a month (Note 14) show no significant evidence that volatility continues to increase on the second day. Apparently, as bid week news arrives in the futures market, market participants complete price adjustments by the end of the first trading day of a month.

6. Robustness Check

The results documented in sections 5 are obtained from the estimation of a GARCH-type specification in which return is measured by log percentage change in price. To test the validity of these results, this study uses extreme value estimator, a different measure of volatility developed by Parkinson (1980). Extreme value estimator is widely used in numerous studies, including Wiggins (1992), Martens & Van Dijk (2007) and Cao, Chang, & Wang (2008). The extreme value estimator of volatility on day $t$ is calculated as:

$$\text{Variance}_t = \frac{(\ln(High_t) - \ln(Low_t))^2}{4\ln(2)}$$

where $High_t$ and $Low_t$ denote the highest and the lowest prices on day $t$, respectively.

Table 3. Robustness check

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega$ ($\times 10^2$)</td>
<td>0.2922*</td>
<td>0.1331</td>
<td>-0.0442</td>
<td>0.2326</td>
</tr>
<tr>
<td>$Std(-1)$</td>
<td>0.1828**</td>
<td>0.0546</td>
<td>0.1929**</td>
<td>0.0637</td>
</tr>
<tr>
<td>$Std(-2)$</td>
<td>0.1379**</td>
<td>0.0324</td>
<td>0.0937*</td>
<td>0.0411</td>
</tr>
<tr>
<td>$Std(-3)$</td>
<td>0.0604*</td>
<td>0.0291</td>
<td>0.0732*</td>
<td>0.0349</td>
</tr>
<tr>
<td>$Std(-4)$</td>
<td>0.1119**</td>
<td>0.0265</td>
<td>0.0929*</td>
<td>0.0387</td>
</tr>
<tr>
<td>$Std(-5)$</td>
<td>0.0805**</td>
<td>0.0299</td>
<td>0.0830*</td>
<td>0.0345</td>
</tr>
<tr>
<td>$\epsilon_{t+1}$</td>
<td>0.0862*</td>
<td>0.0428</td>
<td>0.0913</td>
<td>0.0715</td>
</tr>
<tr>
<td>$\epsilon_{t+1}$</td>
<td>-0.0099</td>
<td>0.0222</td>
<td>0.0084</td>
<td>0.0371</td>
</tr>
<tr>
<td>$Monday$ ($\times 10^2$)</td>
<td>0.3482**</td>
<td>0.1172</td>
<td>0.4871**</td>
<td>0.1768</td>
</tr>
<tr>
<td>$Wednesday$ ($\times 10^2$)</td>
<td>0.1761*</td>
<td>0.0877</td>
<td>0.1845</td>
<td>0.1195</td>
</tr>
<tr>
<td>$Thursday$ ($\times 10^2$)</td>
<td>0.5971**</td>
<td>0.0924</td>
<td>0.7274**</td>
<td>0.1298</td>
</tr>
<tr>
<td>$Friday$ ($\times 10^2$)</td>
<td>-0.2200</td>
<td>0.0863</td>
<td>-0.2812</td>
<td>0.1136</td>
</tr>
<tr>
<td>$W$ ($\times 10^2$)</td>
<td>0.1227*</td>
<td>0.0721</td>
<td>0.1512</td>
<td>0.1133</td>
</tr>
<tr>
<td>$January$ ($\times 10^2$)</td>
<td>0.2617*</td>
<td>0.1375</td>
<td>0.5075*</td>
<td>0.2221</td>
</tr>
<tr>
<td>$February$ ($\times 10^2$)</td>
<td>0.4132**</td>
<td>0.1322</td>
<td>0.5651**</td>
<td>0.2062</td>
</tr>
</tbody>
</table>
Table 3 presents the estimates of the following model:

\[
\begin{align*}
\text{Std}_t &= \omega + \sum_{i=1}^{5} \alpha_i \text{Std}_{t-i} + \gamma_i \epsilon_{t+1}^{(+)} + \gamma_i \epsilon_{t+1}^{(-)} + \sum_{j=1}^{4} \beta_j \text{DW}_{j,t} + \kappa \text{SR}_t + \sum_{k=1}^{11} \theta_k \text{DM}_{k,t} \\
&+ \psi \tilde{W}_t + \delta_i \text{BW}_t + \delta_i \text{ABW}_t + \rho \text{OilStd}_t + \epsilon_t
\end{align*}
\]  

(7)

\[
\text{Std}_t = \frac{(\ln(\text{High}_t) - \ln(\text{Low}_t))}{2 \sqrt{\ln(2)}}, \quad \text{High}_t \text{ and Low}_t \text{ denote the highest and the lowest prices of the nearby natural gas futures contract on day } t, \text{ respectively. } r_t = \ln(P_t/P_{t-1}) \text{ where } P_t \text{ is the price of the nearby futures contract on day } t \text{ and } P_{t-1} \text{ is the price of the same contract the previous day. } \epsilon_{t+1}^{(+)} = \epsilon_{t+1} \text{ if } \epsilon_{t+1} \geq 0 \text{ and } 0 \text{ otherwise;} \quad \epsilon_{t+1}^{(-)} = \epsilon_{t+1} \text{ if } \epsilon_{t+1} < 0 \text{ and } 0 \text{ otherwise and } \epsilon_t \text{ is the residual from the mean equation, equation (1):}
\]

\[
r_t = \mu + a_1 \text{Oilret}_t + a_2 \text{CdDif}_t + a_3 \text{HddDif}_t^{(+)} + a_4 \text{HddDif}_t^{(-)} + a_5 \text{SRFE}_t + \sum_{j=1}^{4} \theta_j \text{DW}_{j,t} + \epsilon_t
\]  

(1)

\text{DW}_{j,t} \text{ are zero-one dummies for Monday, Wednesday, Thursday and Friday. } \text{SR}_t = \frac{|\text{SRFE}_t|}{s_{\text{SR}}} \text{ on days the storage report announcement is released and } 0 \text{ otherwise where } \text{SRFE}_t \text{ is the surprise in the change in storage = the actual storage change (reported in the EIA report)—the consensus expected storage change (reported by Bloomberg prior to the EIA report release) and } s_{\text{SR}} \text{ is the sample standard deviation of } |\text{SRFE}_t|. \text{DM}_{k,t} = 1 \text{ if the futures contract observed on day } t \text{ expires in month } k. W_t = 1 \text{ if the difference between the actual Heating Degree Day measure and the 30-year normal HDD measure for day } t (\text{HddDif}_t) < 0 \text{ and } W_t = 0 \text{ otherwise. } \text{BW}_t = 1 \text{ if day } t \text{ is one of the last five trading days in a month and } 0 \text{ otherwise. } \text{ABW}_t = 1 \text{ if day } t \text{ is the first trading day in a month. } \text{OilStd}_t = \frac{(\ln(\text{OilHigh}_t) - \ln(\text{OilLow}_t))}{2 \sqrt{\ln(2)}}, \text{ OilHigh}_t \text{ and OilLow}_t.
Oil\textsubscript{Low} denote the highest and the lowest prices of the nearby crude oil futures contract on day \( t \), respectively. (***) and (*) designate estimates significantly different from zero at the 0.01 and 0.05 levels, respectively. The sample extends from January 02, 1997 to December 31, 2012.

The following specification is developed from the hypotheses in Section 2:

\[
S_{st} = \omega + \sum_{i=1}^{5} \alpha_i St_{t-i} + \gamma_i e_{t-i} + \gamma_2 e_{t-1} + \sum_{j=1}^{4} \lambda_j DW_{j,t} + \kappa St + \sum_{k=1}^{11} \theta_k D_{MK,t} + \psi W_{t} + \delta_i BW_{t} + \delta_i ABW_{t} + \rho OilStd_{t} + \epsilon_{t} \\
\]

\[= \frac{\ln(High_{t}) - \ln(Low_{t})}{2\sqrt{\ln(2)}} \text{, High}_t \text{ and Low}_t \text{ denote the highest and the lowest prices of the nearby natural gas futures contract on day } t \text{, respectively. } r_t = \ln(P_t/P_{t-1}) \text{ where } P_t \text{ is the price of the nearby futures contract on day } t \text{ and } P_{t-1} \text{ is the price of the same contract the previous day. } e_t = \epsilon_{t-1} \text{ if } \epsilon_{t-1} > 0 \text{ and 0 otherwise; } e_t = \epsilon_{t-1} \text{ if } \epsilon_{t-1} < 0 \text{ and 0 otherwise and } \epsilon_t \text{ is the residual from the mean equation, equation (1):}
\]

\[r_t = \mu + \alpha_1 OilRet_t + \alpha_2 CddDiff_t + \alpha_3 HddDiff_{t}(^{*}) + \alpha_4 SRFE_t + \sum_{i=1}^{4} \theta_i DW_{i,t} + \epsilon_t \text{ (1)}
\]

\( DW_{j,t} \) are zero-one dummies for Monday, Wednesday, Thursday and Friday with Tuesday being the left-out day. \( SR_{t} = \left| \frac{SRFE_{t}}{s_{SR}} \right| \) on days the storage report announcement is released and 0 otherwise. \( SRFE_{t} \) is the surprise in the storage change = the actual storage change (reported in the EIA report)—the consensus expected storage change (reported by Bloomberg prior to the EIA report release) and \( s_{SR} \) is the sample standard deviation of \( \left| SRFE_{t} \right| \).

\( DM_{k,t} = 1 \) if the futures contract observed on day \( t \) expires in month \( k \). \( W_t = 1 \) if the difference between the actual Heating Degree Day measure and the 30-year normal HDD measure for day \( t \) (HddDiff\(_t\)) is < 0 and \( W_t = 0 \) otherwise. \( BW_t = 1 \) if day \( t \) is one of the last five trading days in a month and 0 otherwise. \( ABW_t = 1 \) if day \( t \) is the first trading day in a month. \( OilStd_t = \frac{\ln(OilHigh_t) - \ln(OilLow_t)}{2\sqrt{\ln(2)}} \), \( OilHigh_t \) and \( OilLow_t \) denote the highest and the lowest prices of the nearby crude oil futures contract on day \( t \), respectively.

Equation (7) is estimated by OLS with Newey & West (1987) correction for both heteroskedasticity and autocorrelation. Results are presented in Table 3. Consistent with the results in Section 5.2, there is significant evidence of volatility persistence when volatility is estimated by the extreme-value method. The coefficients of the five lagged \( Std \) are positive.
and significant at the 0.05 level, indicating high volatility days tend to be followed by high volatility days and low volatility days tend to be followed by low volatility days. There is evidence that a positive return shock leads to higher Std at the 0.05 level but there is no significant evidence that a negative shock leads to higher Std, indicating natural gas volatility is more responsive to previous positive shocks than to negative shocks.

The null hypotheses: $\lambda_{\text{Monday}} = \lambda_{\text{Wednesday}} = \lambda_{\text{Thursday}} = \lambda_{\text{Friday}} = 0$ and $\theta_{\text{Jan}} = \theta_{\text{Feb}} = \theta_{\text{March}} = \theta_{\text{April}} = \theta_{\text{May}} = \theta_{\text{July}} = \theta_{\text{August}} = \theta_{\text{Sept}} = \theta_{\text{Oct}} = \theta_{\text{Nov}} = \theta_{\text{Dec}} = 0$ are both rejected at the 0.01 level, indicating day-of-the-week and time-of-the-year patterns in natural gas volatility as documented in Section 5. There is no significant evidence that natural gas volatility, when volatility is measured by the extreme value method, is highest on Monday. Apparently, the high Monday/weekend volatility as documented in Section 5.3 is mainly attributable to the accumulation of information over the weekend. Thursday tends to be the most volatile day of the week. Again, this evidence is consistent with the fact that after May 2002, the Storage Report is released on Thursday and before April 2000, this was the day news about storage report actually arrived in the market. There is significant evidence, at the 0.05 level, that natural gas volatility, as measured by the extreme value method, is higher on winter days with lower than normal temperature. Natural gas volatility also tends to increase on days during the bid week. However, there is no significant evidence of an increase in volatility on days immediately following the bid week. Consistent with the findings in Section 5, natural gas volatility tends to be high for futures contracts expiring in the months from September to March. There is significant evidence of a spillover effect in which crude oil volatility has a positive impact on natural gas volatility. This evidence is consistent with the findings that crude oil price is a significant predictor of natural gas price.

The last two columns in Table 3 present the estimation results for the May 2002- December 2012 sub-period. These results are similar to those for the entire sample period. The coefficient estimate of $\kappa^c$ is positive and significant at the 0.01 level, which is consistent with the evidence that surprises in the natural gas in storage change has a positive impact on price volatility.

7. Summary and Conclusions

The contribution this paper makes is to provide an empirical examination of the causes and behavior of price volatility in the natural gas market. Daily returns data from January 1997 through December 2012 are used to estimate a multiplicative GARCH type model. This model, which separates volatility into a persistent part and a non-persistent part, allows us to implement a much cleaner study of the determinants of volatility than that used in some previous studies.

The natural gas market is characterized by volatility, implying highly volatile periods are followed by highly volatile periods and stable periods are followed by stable ones. A positive shock in natural gas prices tends to have higher impact on predicted volatility than an equivalent negative shock. There is a day-of-the-week pattern in natural gas volatility.
Monday return (including weekend) is more volatile than any other weekday return. The high weekend/Monday volatility is mainly due to the accumulation of information over the weekend. In contrast to the findings for some financial markets, natural gas price volatility tends to be lowest on Friday. There is evidence of an increase in volatility on Thursday which is attributable to the announcement of the Weekly Natural Gas Storage Report and the Natural Gas Update. The “surprise” news about the level of natural gas in storage has a significantly positive impact on natural gas volatility.

There is a strong time-of-the-year pattern in that volatility tends to be highest from October through February, which is likely caused by the inelasticity of natural gas supply and demand during winter. Volatility also tends to be higher on winter days when the temperature is lower than normal. There is evidence of an increase in natural gas price volatility during bid week as news about prices and volumes being set in the spot market leaks to the futures market. Volatility continues to be higher on the day immediately following bid week, the day when all bid week news becomes public.

To check the robustness of the above findings, this study estimates a different specification wherein volatility is measured by the extreme-value method. Results from the robustness check indicate that (1) natural gas volatility is significantly determined by volatility level on previous days, (2) a positive return shock has a significantly positive impact on volatility, (3) there are day-of-the-week and time-of-the-year patterns in volatility, (4) “surprise” news about changes of natural gas in storage has a significantly positive impact on volatility, (5) volatility tends to increase during bid week and (6) crude oil volatility has a significantly positive impact on natural gas volatility.
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**Notes**


Note 5. Suenaga, Smith, & Williams (2008) is the only research to date which documents a seasonality pattern in natural gas volatility.


Note 7. http://www.eia.gov/dnav/ng/hist/rngc1d.htm

Note 8. The daily natural gas “returns” are used to measure price changes only. These “returns” are not investment returns since no money is actually invested.


Note 10. The Bloomberg survey procedure is summarized in Gay, Simkins, & Turac (2007) as follows. By Tuesday of each week, a Bloomberg employee calls each analyst or receives an email containing the analyst’s forecast. Many analysts provide a range for their estimated change in storage. In these cases, Bloomberg uses the midpoint of the range. Bloomberg then computes a “consensus estimate” based on the arithmetic average of the analyst forecasts. The first Bloomberg estimate of each week is typically prepared and released on Tuesday morning when at least one half of the analysts have reported. Updates are released if additional forecasts are received.

Note 11. For example, Harvey & Huang (1991) reported higher volatility in interest rate and foreign exchange futures market on Friday. Ederington & Lee (1993) further supported these results. Jones et al. (1998) and Berument & Kiymaz (2001) found similar evidence for the bond and stock markets.

Note 12. Using data reported in the EIA’s Natural Gas Weekly Storage Report (various issues), I determine that natural gas withdrawals normally begin in November and end in March.

Note 13. Based on data reported in the EIA’s Natural Gas Weekly Storage Report (various issues), it is calculated that natural gas injections normally begin in April.

Note 14. Results will be provided upon request.
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