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Abstract
People dramatically underestimate the role that randomness plays in almost every aspect of human behavior. We show that the typical belief is that a combination of genetic inheritance and environment accounts for all of human behavior. However, in contrast to this belief, we review literature from the tradition of potential performance theory that shows that much human behavior, in a wide variety of domains, is due to randomness. The fact that randomness has been demonstrated to be an important contributor to human behavior, in many domains, suggests that psychologists should take it more seriously. Instead of attempting to account for human behavior solely with genetic and environmental influences, we argue that randomness should be included too. Thus, it is the interaction of genetics, environment, and randomness that produces human behavior, and behavioral researchers should recognize this and adjust their research programs accordingly.
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1. Introduction

The question has often been asked, “which has more influence on human behavior—nature or nurture?” There are many proponents for each side. For example, studies involving identical twins (Bergeman, Chipuer, Plomin, & Pedersen, 1993; Jang, Livesley, & Vernon, 1996; Horowitz, Videon, Schmitz, & Davis, 2003) and siblings (McGuire, Neiderhiser, Reiss, & Hetherington, 1994; Plomin, Reiss, Hetherington, & Howe, 1994; Roisman & Fraley, 2008) show that nature (genetics) plays a huge role in how we develop. Twins who were separated at birth and met up later in life have a remarkable amount of similarities; these correlations are much higher than the general population (McCartney, Harris, & Berbieri, 1990). Similar studies involving siblings also show higher similarities compared to the general population (Collins, Maccoby, Steainberg, Hetherington, & Bornstein, 2000). Clearly, nature plays a strong role in how we develop and our future behavior.

On the other hand, nurture (environmental factors) has also been shown to play a strong role in human behavior. For example, the classic Stanford Prison Study (Zimbardo, 1971) showed that when participants were assigned to the roles of “guard” or “prisoner”, they began to behave in the corresponding manner. “Guards” became more aggressive, while “prisoners” became more compliant. Interestingly, this change occurred so quickly that the study had to be terminated after only 6 days. Another example involves operant conditioning. Skinner (Skinner, 1963; Blum & Kennedy, 1967; Shields & Greder, 2003) showed that reward and punishment strongly influence behavior. Think of a slot machine and how effective it is in getting people to sit down and pull the handle over and over and over again, hoping that eventually they will get paid off. It is so effective that even the knowledge that one will lose money in the long run is not a deterrent to performing the behavior.

This nature-nurture argument occurs every semester in Psychology, Biology, Philosophy, etc., courses all around the world, without resolution. Sometimes nature plays a greater role whereas sometimes nurture plays a greater role. However, most people seem to agree that the combination of nature and nurture accounts for most, if not all, of human behavior. To test this concept, we asked 250 people from around the world via an online survey to tell us how much of each (nature and nature) accounted for human behavior. In about 90% of the cases, participants came to the conclusion that nature + nurture accounted for 100% of human behavior. But are they right?

What people apparently are not taking into account in their opinions is that there is a third factor. This factor is randomness. Now before we explain randomness, let us define consistency. In our terms, consistency is when a person performs in an identical manner when presented with multiple identical situations. For example, imagine a person takes a test with 50 multiple-choice questions. Then, the following day, they retake the exact same test with the exact same 50 questions. If they give the same answer to each question that they gave to that corresponding question in the previous test, then they are being consistent. If they give a different answer to the same question from the previous test, then they are being inconsistent. It is easy to determine how consistent they are overall by calculating a consistency coefficient, which is each person’s correlation across the two test-taking occasions. This coefficient tells
us how consistent the person is overall. The inverse of this value tells us how inconsistent, or random, they are.

Now the question we are interested in changes to, “which has more influence on human behavior—nature or nurture or randomness?” The goal of this paper is not necessarily to answer that question because it depends on the person and situation. Instead, the goal is to show that randomness plays a much stronger role in human behavior than previously thought. As you recall from the study we described above, about 90% of the group of people we sampled did not even consider randomness as a factor. We believe the results of previous experiments that have measured randomness will surprise them considerably.

Fortunately, a recent theoretical advance in Psychology—termed potential performance theory (PPT; Trafimow & Rice, 2008)—has provided a mechanism for parsing apart systematic factors (e.g. skills, knowledge, strategies, etc.) from random factors (defined above). We will not go into great detail about how PPT accomplishes this (see Trafimow & Rice, 2008; 2009 for the mathematical proofs). What we will do is go into detail regarding the empirical studies that these researchers and their colleagues have performed since the advent of PPT. These studies all share the fact that they involve human performance in one capacity or another. Furthermore, they were all designed in a way that allows for a PPT analysis on them; that is, the systematic and random factors have been parsed apart.

Each of the studies provides us with consistency coefficients, as described above. As a whole, we can make assumptions about randomness and its place in the nature-nurture-randomness debate. Overall, we will discuss about a dozen empirical papers, with a total of 27 consistency coefficient values that are meaningful to the current topic. The experiments range from simple cognitive tasks like enumeration, more complex visual search tasks, tasks where humans are aided by an automated device, to education-based tests.

There are at least two ways to think about the consistency coefficients to be presented. One way is to take them at face value. An alternative way is to convert them into coefficients of determination. A coefficient of determination, in this context, gives the amount of variance that can be accounted for in performance on one block of trials, by variance in performance on the other block of trials. The coefficient of determination can be computed simply by squaring the consistency coefficient. For example, if a person’s consistency coefficient on a particular type of task is .8, then that person’s coefficient of determination is (.8)(.8) = .64. Thus, in this example, 64% of the person’s variance in performance on one block of trials can be accounted for by his or her variance in performance on the other block of trials. If the coefficient of determination is then subtracted from unity, it gives a measure of the amount of variance that cannot be accounted for in performance on one block of trials from variance in performance on the other block of trials. To continue with the example, 1 - .64 = .36, and so 36% of the person’s variance in performance across trials in the type of task being studied is attributable to randomness. We will present consistency coefficients and percent randomness values.
2. Review of Empirical Studies

The review focuses first on the many different cognitive tasks that have been studied. Hunt et al. (in press) presented participants with anywhere from four to nine dots on a computer screen in a speeded counting task. In Experiment 1, the dots were presented horizontally; in Experiment 2, they were presented randomly on the screen. In the easiest case, where only four digits were presented, mean consistency coefficients were relatively large ($M = .83$ in Experiment 1 and $M = .83$ in Experiment 2) and mean randomness percentages were relatively small ($M = 31\%$ and $M = 31\%$), though even 31\% randomness can be considered to be much more than the amount of randomness that most people assume. When we switch to the most difficult case, where nine digits were presented, mean consistency coefficients were relatively small ($M = .38$ in Experiment 1 and $M = .31$ in Experiment 2) and mean randomness percentages were relatively large ($M = 86\%$ and $M = 90\%$). An interesting consequence of the difference in randomness across the different conditions is that it accounts, almost completely, for effects of number of digits presented on performance. There doesn’t seem to be a lot of room for nature and nurture in the participants’ performance when the task was difficult.

Rice et al. (2012) performed three experiments where task difficulty was manipulated in various ways. In Experiment 1, participants searched for an O among Qs, with set sizes of 20 (easy) and 40 (difficult). In Experiment 2, the set size was always 40; however, the contrast between the letters and the background was either high (easy) or low (difficult). In Experiment 3, participants searched for a helicopter in aerial images of Baghdad with either a low-clutter (easy) background or a high-clutter (difficult) background. When the task was easy, mean consistency coefficients were relatively large ($M = .61$ in Experiment 1, $M = .40$ in Experiment 2, and $M = .67$ in Experiment 3) with mean randomness percentages being 63\%, 84\%, and 55\%, respectively. Mean consistency coefficients were smaller in the difficult conditions ($M = .36$ in Experiment 1, $M = .30$ in Experiment 2, and $M = .46$ in Experiment 3), and there was more randomness ($M = 87\%$, $M = 91\%$, and $M = 79\%$). Importantly, even when the task was easy, more than 50\% of the variance in performance was explained by randomness. When the task was difficult, this percentage of variance accounted for jumped up dramatically.

Trafimow and Rice (2009) performed a similar aerial search task, where participants searched for enemy tanks in aerial photographs. The mean consistency coefficient was only .37 in this arguably difficult task, and so randomness was large (86\%).

Rice, Trafimow and Hunt (2010) performed a similar experiment, but this time participants were aided by an automated device, of varying reliabilities, indicating whether the weapon was present or absent. While the aid provided recommendations, participants were responsible for making the final decision. Rice et al. presented separate values indicating mean consistency coefficients when the automated device was false-alarm-prone and when it was miss-prone, and also when the task was easiest (highest reliability for the automated computer responses) and most difficult (lowest reliability for the automated computer responses). When the task was easiest, mean consistency coefficients tended to be relatively
large when the automation was miss-prone \((M = .68)\) and false-alarm-prone \((M = .74)\). Percentages of randomness that correspond to these consistency coefficients are \(M = 46\%\) and \(M = 55\%\), respectively. When the task was most difficult, mean consistency coefficients were relatively low when the automation was miss-prone \((M = .28)\) or false-alarm-prone \((M = .26)\), and percentages of randomness were relatively high \((M = 92\%\) and \(M = 93\%\), respectively).

Rice et al. (2011) had participants perform a visual search task under different time constraints. Participants were allowed 1-6 seconds to perform the task, with increments of 1 second between each condition. In Experiment 1, they searched for the letter O among Qs and in Experiment 2 they searched for a helicopter in aerial images. In the easiest condition (6 second time constraint), consistency coefficients were fairly high in both experiments \((M = .86 \text{ in Experiment 1 and } M = .72 \text{ in Experiment 2})\). Conversely, randomness was moderate \((M = 26\% \text{ in Experiment 1 and } M = .48\% \text{ in Experiment 2})\). In the most difficult conditions (1 second time constraint), consistency coefficients were low in both experiments \((M = .39 \text{ in Experiment 1 and } M = .35 \text{ in Experiment 2})\). Conversely, randomness was considerable \((M = 85\% \text{ in Experiment 1 and } M = .88 \text{ in Experiment 2})\).

Rice and Trafimow (2012a) combined the use of an automated device with a time pressure manipulation to test the effects on visual search. They suggested that using a heuristic of compliance to the automation, under time pressure, might increase performance by decreasing randomness in responding. Participants searched for a helicopter in aerial photographs, while aided by a diagnostic device that provided recommendations as to whether the target was present or absent. Participants were responsible for the final decision. The authors reported mean consistency coefficients in both the time pressure \((M = .77)\) and no time pressure \((M = .61)\) conditions, and so mean randomness was 41\% and 63\%, respectively.

In the area of Education, there were three articles that we were able to include in our review. Rice et al. (2011) tested 346 participants across a variety of educational and aptitude topics such as mathematics, geography, memory tests, and others. Participants were most consistent on the astronomy test \((M = .78)\) whereas they were least consistent on the spatial memory test \((M = .38)\). Mean randomness figures were 39\% for astronomy and 86\% for spatial memory.

Rice, Trafimow and Kraemer (2012) had participants take a world history test spanning thousands of years and various countries. The authors reported a mean consistency coefficient of .69 for the test, with the mean randomness being 52\%. After the participants were allowed to practice taking the test multiple times, the mean consistency coefficient increased somewhat to .85 for the test, with the mean randomness being 28\%.

Rice and Trafimow (2012b) had Indian and American participants take an algebra test in order to compare consistency levels across the two countries. Indians were much more consistent than were Americans \((M = .80 \text{ and } M = .64)\), which means that Indians were less random than were Americans \((M = 36\% \text{ and } M = 59\%\)). Rice and Trafimow showed that the difference in randomness accounts for the better performance of Indians over Americans in that particular test.
Because PPT originally was developed in the context of moral decision-making, it would make sense that there would be an extensive literature on using PPT to investigate moral decision-making. Nevertheless, we are aware of only two such studies. Trafimow and Rice (2008) presented participants with scenarios where they had to decide whether a particular behavior was moral or immoral. Their participants were surprisingly consistent ($M = .80$), and so randomness was relatively low ($M = 36\%$), though still much higher than common sense seems to suggest.

Trafimow et al. (2011) performed an additional study that was not specifically about participants’ own moral decisions, but rather about their expectations about the moral decisions others would make. There were two types of moral items and these were based on Kant’s (1797/1991) distinction between perfect and imperfect duties. According to Kant, moral people always have to perform perfect duties whereas moral people do not always have to perform imperfect duties (see Korsgaard, 1985; Trafimow & Trafimow, 1999; Trafimow et al., 2005 for relevant descriptions and research). Interestingly, consistency coefficients were not very different for perfect and imperfect duties ($M = .55$ and $M = .57$), and randomness was large in both cases ($M = 70\%$ and $M = 68\%$).

### 3. Discussion

The foregoing review suggests that randomness is an issue that should be taken seriously. Nature and nurture (systematic factors) simply do not account for all of human behaviors, even in the “easy” tasks. We wish to note that the review does not specify exactly how much of human behavior is caused by randomness, because while we had 1196 participants across a myriad of tasks, it is impossible to generalize this data to the entire human population. More research needs to focus on replicating these findings in other tasks.

Additionally, these data do not necessarily suggest that randomness always occurs independently of nature and nurture. It is commonly believed among scientists that nature and nurture interact with each other (Lerner, 1978; Rutter, 1997; McClearn, 2003). For example, one might have a latent gene that is triggered by an environmental event. If the environmental event never occurs, the gene may lay dormant the person’s entire life (Lichtenstein & Pedersen, 1995; Lewis & Levitt, 2002; Lahiri, Maloney, Riyaz, Wen Ge, & Zawia, 2007). This same phenomenon is possible for randomness. Nature and nurture may independently, or inter-dependently, interact with randomness. For example, it may be the case that people are predisposed genetically to randomness (Trafimow & Rice, 2015).

Or it may be that environmental factors cause people to become more or less random throughout their lives. Or perhaps there could be a case of environmental factors triggering genetic changes that in turn cause more or less randomness. If we find that these factors do influence the amount of randomness, then it seems plausible that we can decrease or eliminate randomness by reversing the process. Further research should be conducted to determine the interactive role of randomness with nature and nurture.

There is substantial variation in randomness across all the tasks, and the conditions under which those tasks were performed. This leads us to believe that randomness fluctuates as a
function of what type of task a person is doing. Furthermore, although we were not able to convey this before in a convenient manner, we wish to point out that there also is substantial variation in randomness associated with particular individuals. For the sake of brevity, we presented mean consistency coefficients but these means obscure the fact that in many of the articles we reviewed, there were specific people who had consistency coefficients ranging from being indistinguishable from zero (complete randomness) to being close to or equal to one (no randomness). So randomness can be influenced not only by the type of task, and the conditions under which the task is performed, but also by who is doing the task.

Given that there is substantial randomness in human behavior, why should we care? One reason for caring is that the fact is interesting in its own right, particularly as it contradicts the common intuition that all human behavior is determined by systematic factors. A second reason harks back to the issue of nature versus nurture. The evidence from the review suggests that the issue needs to be reframed: It is not about nature plus nurture, but rather about nature plus nurture plus randomness. This reframing brings up a host of issues for researchers to consider. Is the randomness we have uncovered “fundamental” in that it reflects how the human universe happens to be or does it reflect that there is much that merely “looks” random because of insufficient knowledge but is not fundamental? Is the degree of human randomness itself a function of nature and nurture; if nature and nurture are sufficiently favorable, does that decrease randomness in human behavior? How about comparisons to nonhumans; is human behavior more random or less random than the behavior of other animals? Does human versus nonhuman randomness itself depend on the type of task being performed? We could go on but it should be obvious that there is plenty of grist for both psychological and philosophical research mills to run for a long time.

Another reason to care about randomness in human behavior is that, as Trafimow and Rice (2008) pointed out, it has important implications for the ability of humans to successfully perform tasks. Because people seem to find this to not be intuitive, some explanation is in order. Imagine the ideal condition where a person has perfect knowledge and ability to perform a task perfectly, and also that her behavior is not subject to randomness. This person’s performance should be at the 100% success level. But now, let’s add some randomness by supposing that on 2 out of every hundred trials, the person’s response is decided by a coin flip. In that case, our statistical expectation is that the person would perform at a 99% success level rather than at the 100% success level she would achieve when there is no coin flipping involved. Clearly, as there are coin flips on more trials, randomness will increase, and task performance will decrease. In the extreme case, where there is a coin flip on each trial, the expectation is that the person should perform at the chance level. For a dichotomous task of the types used in the literature we reviewed, the expectation would be that the person would perform at the 50% success level. In general, then, the ultimate applied reason for caring about randomness is that it sets a limit on human performance; more randomness implies that performance is reduced to become closer to chance. Furthermore, if employers wish to gain realistic estimates about how their employees will perform, randomness assessments will have to be an important part of the assessment process.
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