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Abstract 

In this paper, a concurrent planning of production and distribution is considered for 
manufacturers. In the production section production machines with a specific capacity that 
has the possibility of process multiple tasks simultaneously are intended and the tasks have 
the desired size and processing time and the overall size of the tasks within each category 
does not exceed the capacity of the machine. Also in distribution section the vehicles have 
specified capacity. In this study, by using meta-heuristic Genetics Algorithm the production 
problem is solved and in genetic algorithms to obtain better solutions help operators 
crossover and mutation has been taken. Results show that by increasing the size of the issue 
of genetic algorithms nearly optimum solutions and provides a shorter running time. 
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Introduction 

In recent years the same time planning of production and distribution issue has gained 
importance among researchers. In these issues contrary to the classical problems of planning 
that pay attention only to the production, an inventory includes distribution and other parts of 
the production chain .The aim of the same time planning creates an optimal solution for the 
entire chain production. This study aims to solve the problem of production and distribution 
planning Ba-Yi Cheng, Joseph Y. T. Leung Kai Li in 2014 [1] has been investigated by 
genetic algorithms. In the section of the production of manufactured cars are considered with 
batch processing and are works with arbitrary size and processing time. This type of 
production is used in the semiconductor and Tile making industry [1]. The processing time of 
each category is equal to the time processing of all tasks within that category. 

In the distribution section, the number of vehicles is available with fixed capacity it is 
desirable to minimize distribution costs that the number of vehicles minimized. A 
contemporary planning method is required for achieving the answer the optimal production 
and distribution issue. The aim of this article is to provide a way to solve this problem. The 
genetic algorithms have been used to categorize things in the production and distribution 
issue. Our goal is to minimize the costs of production and distribution. 

2. Subject literature 

Subject literature to the contemporary planning issues is very widespread and numerous 
studies have been done since the first studies in this field Jula, P. & Leachman [2] and 
Selvarajah and Steiner [3] provided an approximation algorithm for minimizing the cost of 
holding inventory and delivering in three parts supplier, manufacturer, and customers. 
Sawik[4] expanded the issue for a long-term production. Yimer, A. D. Demirli [5] proposed 
dividing techniques for the issue. They divided the issue into two parts production and 
distribution and genetic algorithms to solve the model. 

The two-part contemporary planning issue is two kinds, one type the related program 
suppliers and manufacturers and other is related to producers and customers. Chen and 
Vairaktarakis[6] showed that most of the two-part issues are NP-HARD. Chen and Hall [7] 
considered the middle of the optimization program supplier and manufacturer and presented a 
contemporary method for both two-part. Turabi, Qomi, and Karimi [8] stated average 
minimizing issue of maintenance cost of treatment and delivery cost in the supply chain and 
designed clever algorithm for it. Another type of the two-part issue is timing between 
producers and customers Agnetis, A., Aloulou and Fu [9] investigated the timing of 
contemporary produce and delivery of the package with considering an outside organization 
logistics. Algorithms for solving this issue are those that investigated by Averbakh, I. & Xue, 
Z estimation theory and intelligent algorithm by Carter, C. B.  and Norton [11] and Naso, D., 
Surico, M., Turchaiano, B. & Kaymak, U. [12]. 

Chen and et al [13] provided a comprehensive and complete model of concurrent time 
production and distribution. Current studies focus on the classical models that produced at the 
same time the machine at any moment a piece focused processes. Few studies in the field of 
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production models with batch processing machines and work has been done with the desired 
size and unlike the classic models produced the higher complexity of solving problems. 
Yvzsy [14] provides the numerous innovative models for single-machine scheduling 
problems. Models with a better performance single machine to solve problem was presented 
by Kashani, Karimi and Qomi [15] and Li, Wang and Liu [16].  Intelligent algorithms 
including genetic algorithm (Sevaux, press [17]; Koh, Kim and each [18]; temperature profile 
in, Mnjshvar and Sryhary [19]; Kashani, Karimi and HE [20]), simulated annealing (Maluku 
[21] ) and ant colony optimization (Cheng, Wang, Yang and Hu [22]) have been used to solve 
problems. 

3. The formulation of the issue 

Timing issue can be represented as follows: 

There are the number of n enterprises for processing and delivery to the customer. 

{ , ,..., }nτ = 1 2 Indicate a set of tasks.  js
Indicates the size of the portfolio and jt

is 
indicative of the time of the j task processing time. Tasks are grouped into categories to go on 
batch processing machines. B is the capacity of the machine in fact tasks can be processed 
simultaneously on the condition that the total size of the portfolio does not exceed the 

capacity of the machine. Processing batches k show by kb and will not be stopped until all 

the tasks process and the time of categoryk that show with kT that is equal to the time 

processing of the longest task in that category kb  and the completion time shows kC  with 

and C0consider equal to 0. Some of the categories are empty and the task does not assign to 

them which in this case processing time is zero and we haveT =0 0. The number of non-empty 
categories shows with K. Given the plethora of working groups of the cost of production is a 
linear function of time: 

N
kKPC T == 1  

When the works were completed, they can be delivered to customers. To simplify the issue, 
the amount of tasks in the production and distribution consider equal to each other.  
Vehicles have a common capacity G and products can be delivered in one shipment, provided 
that the size distribution of all the products available in cargo not exceed to capacity. And 
show the trustee of the Delivered collection and like production categories, some of the 

shipments may be empty and do not carry the task and { , ,..., }nD d d d= 1 2  shows the 
number of non-empty deliveries that we define distribution costs that are a linear function of 
when each distribution in operation has similar costs. The objective function is to minimize 
the cost of production and distribution. 
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TC PC DC= +  

Four variables were used in the integrated problem we define as follows:  

For all ,k l n≤ ≤1 , if kb built, is equal to kw =1 and otherwise is zero. 

If l  isthe delivered shipment formed and n =1otherwise is zero. For all tasks j n≤ ≤1 in 

this way we define a binary variable jkx
as follow that if the task j belongs to the category 

ld the amount is jlz =1
  and otherwise is zero value.As well as binary variable if the value 

of the shipment is delivered and otherwise is zero. It is assumed that they is 
, jw x= =0 00 0

.  

The concurrent planning of production and distribution issue based on Cheng, Leung and Lee 
[1] is defined as follows: 

  

)١(  min imizeTC PC DC= +

Subject to: 

)٢(  { }max ,...,k j jkT t x k n= = =1 1

  

)٣(  ,...,k k kC C T k n−= + =1 1
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)١۵(  { }, , , , ,...,k l jk jlw y x z j n∈ =01 1

Limitation (1) shows the total cost of production and distribution, that each of them 
separately is in limitations 12 and 13 respectively. Limitation (2) shows the time for 
processing a bunch. Limitation 2 and 3 together suggest that the process of a batch is without 
interruption. Limitation (4) states that each work is exactly for the same category. Limitation 
(5) states that the overall size of tasks within a category does not exceed the capacity of the 

machine B. Limitation (6) states that if the amount of task  jkx
 for task j  was equal to 1 

then needs to be kw =1. Limitation (7) states that each work exactly dedicated to one 
delivery. Limitation (8) states that restrictions the overall size of tasks within a delivery 
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vehicle does not exceed the capacity. Limitation (9) states that If the amount of jlz
was 

equal to 1 then it is ly =1. Limitation 10 shows the number of non-empty deliveries. 
Limitation (15) shows the amount of binary variable. In the original article the amount of 
NP-hard has been proven. 

4. Genetic Algorithm 

In the previous episode, integrated production and distribution planning issue stated that to 
solve this issue the Genetic Algorithm was used. Genetic algorithms have been founded on 
the principles of natural evolution. This evolutionary algorithm has evolved over the 
generations. Over the generations, the purpose of improvement is the fitness of individuals. 
This improvement obtains by simulating the two main mechanisms that are based on 
Darwin's theory in the evolution of living organisms [23]: 

- Selection: ensuring that people with higher fitness, have higher recreation function and 
survival. 

- Recreation: permission of composition, procreation, and diversity of parents features to 
produce offspring with new features. The basic principles of genetic algorithms were 
presented by John Holland [24] in 1975. Later this method was developed by scientists such 
as Goldberg and Davis. Including done work in integrated timing and delivering issue with 
genetic algorithm approach can refer to the affairs of Hamidnia and colleagues [25] and a 
single machine timing issue and sending category with the objective function total earliness 
and tardiness, transportation costs and inventory were examined and stated a genetic 
algorithm to solve the problem. Turabi and colleagues [8] investigated integrated 
manufacturing and distribution supply chain as a single machine and the objective function to 
minimize the total costs of preparing; storing and sending studied and provided a hybrid 
genetic algorithm to solve the problem. 

4.1 The way to display the answer 

In a provided genetic algorithm to demonstrate a possible answer three sets of integers is 
considered. The filaments basically are chromosome and each section is strand genes. In the 
first chromosome, each gene is on represents task, actually the first chromosome represents 
the sequence of tasks and the second and third row shows the number of tasks within each 
category on the processing machine and the number of tasks available inside each delivery 
due to the sequence. The initial population generated randomly. In a way, that first line is 
created with a random permutation of the number of tasks and created the second and third 
rows with the creation of random numbers between 1 and the number of jobs and finally, 
each of the random numbers generated by the operator is correct-sol for possible modification 
of the population. For example, in Figure 1 an issue is shown with n=5. 

 It is noted that tasks 5 and 1 by the first category, and two tasks 2 and 3 by second task 
categories and tasks 4 by the third working category process on the machine. The third line 
indicates that the task 5 by, the first vehicle, 3, 1 and 2 by the second vehicle and task 4 by 
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the third vehicle are carried. On the other hand, if the answer is acceptable if the size of the 
work and tasks within each category be less than the vehicle capacity car that the answer is 
that chromosomes feasibility correct-sol amended by the operator. 

4  2  3  1  5  
4  3  1  2  2  
1  4  1  3  1  

Figure 1. displays the answer 

4.2 correct-sol operator 

By changing the randomly generated numbers in the second and third row the tasks allocated 
to groups of delivery and processing machine that categories capacity does not exceed the 
capacity of the machine or vehicle.  The working method is in a way that for example, in 
Figures 2 to 4 to assign tasks to categories of processing first two tasks 5 and 1 allocate to the 
first category If the size of the portfolio exceeded the capacity of the machine they leave the 
task to assign it to the second category and with tasks 3 and 2 locate in the second category 
again, if the size of the portfolio exceeded the capacity of the machine with sequence the 
tasks assigned to the transition to the third category and the second row numbers until 
assigning all tasks corrected to the processing categories and the remaining numbers remain 
the same genes in the second row. This operator works in a similar way to the third row until 
created answer become possible. 

4  2  3  1  5  
4  3  1  2  2  
1  4  1  3  1  

Figure 2. The initial answer 

4  2  3  1  5  
4  3  1  3  1  
1  4  1  3  1  

Figure 3. Modified initial response by the operator correct-sol 

4  2  3  1  5  
4  3  1  3  1  
1  4  1  3  1  

Figure 4. Readjustment initial responses (Figure 2) by the operator correct-sol 
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Selection is the first action that applies to the population. At this stage, the number of 
chromosomes can be selected from the population as a parent. Among the most common 
methods include roulette wheel selection, competition, random and ranking. In the proposed 
genetic algorithm roulette wheel method is used. The selection probability proportional to 
their fitness function is variable. 

4.4 Single-point intersection Operator 

After all the solutions of the initial population become feasible to produce new answers the 
intersection at a rate of 0.7 is used. The operator is in a way that first considers two parents 
randomly. For example, the first random row number 0.7 a random number corresponding to 
the second and third row and consider 0.7 to 0.15and respectively and the number generated 
randomly If this number is between 0 and 0.7 in the first row and if is 0.7 to 0.85 the third r 
the third row is selected to perform the intersection. Now suppose the random number 
generated is equal to 0.75 and the second row has been selected for the intersection, the 
number randomly selected between 1 and n-1 For example, the number 2 places in the second 
row of the first parent homes and homes placed third to (n) the second parent and achieved 
first child. This process is shown in Figures 5 to 7 and place in the second child of 1 and 2 
homes and homes 3 placed to the first parent and the remaining rows will stay the same. 
 

4  2  3  1  5  
4  3  2  2  2  
1  4  1  3  1  

Figure 5. The first parent 

  
2  5  1  3  4  
4  2  3  1  3  
1  1  1  2  1  

Figure 6. The second parent  
12331  31  13422

              

32432  32  32431

Figure 7. Intersection operator 

1. The choice of the second row of the second gene as a single point of failure 

2. in a placeof Genes in two chromosomes 

3. Insertion of gene with the previous sequence 
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5. The two-point intersection operator 

In this operator selected the intersection of two points of the first and second parent and given 
the range of randomly generated number by the intersection of the row is selected for practice. 
Every selected parent with selecting two points is divided into three parts to create the first 
child in the middle of the second parent is the first parent insertion and to create a second 
child is placed in the middle of the first parent in the second parent. In Figure 8, the first and 
second parent choice and midpoints displacement are shown 

43312  34212
                  

42123  24133

Figure 8. Two-point intersection operator 

4.6 mutation operation 

For operations mutations in the genetic algorithm, one parent is required. In the mutations 
proposed algorithm to two randomly selected two genes in a chromosome and displacement 
values on the Genes or a random selection of a gene on chromosome reverse arrangement of 
genes on the same chromosome and is then shown to be the case in Figure 9. Row gene 
selection and mutation is generated to operations due to the range of random number. 

13422  13422

Figure 9. mutation operator 

4.6 algorithm termination condition 

At the end of iteration a certain number of Best Answer selected and by operator roulette 
wheel according to the fitness function in the next iteration to the next iteration is used as the 
parent and the initial population. The proviso of end algorithms of the proposed genetic is 
defined to achieve to the determined number of generations. 

5. The calculations of number 

To solve this version the software 24.1.2 GAMS and 2014 MATLAB software is used to 
solve the meta-heuristic model. In order to test the performance of algorithm design example 
and the results have been reported Genetics 12 levels. In each case, there are three parameters 
of 'number of tasks-size of tasks-time of task processing. The numbers of tasks are shown 

with , ,J J J1 2 3which represent 20, 10, and 30 of tasks. The size of the portfolio in three 

levels is representing the size of tasks in the intervals [30, 1], [20, 1] and [1, 10]. The tome of 
processing is divided into two levels. Processing time intervals that represent portfolio in 20 
and 1] and [1, 10], respectively. Examples issue from left to right as "the number of 
tasks-time processing tasks-things" is displayed. Examples are given in Table 1. 
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Table 1. Examples 

The processing time of 

tasks  
The size of 

tasks  
the numbers 

of tasks  

Para

meter

s  
٣T ٢T ١T ٢S ١S  ٣J ٢J ١J  
و٣٠[
١[  

و٢٠[
١[  

و١٠[
١[  

و٢٠[
١[  

و١٠[
١[  

٣٠٢٠
١٠amou

nt  
The problem answers are compared and the results are shown in Tables 2 and 3, the 
dimensions of the problem with the number of things that GAMS algorithm is not able to 
resolve the issue at the time of 3600 seconds Genetic Algorithm nearly optimum response 
and shorter time to lose. 

Table 2. Computational results J2 

GENETIC GAMS  /δ =0 5 
B G= = 40  

Time 
)second(  

The objective 
function 

Time 
)second(  

The objective 
function  sample  

9  20.5  0.699  20.5  J2 S1 T1 

9.17  40.5  1.067  40.5  J2 S1 T2 

8.94  61.5  1  60.5  J2 S1 T3 

108  33.5  4.43  31.5  J2 S2 T1 

78.48  58  10.036  57.5  J2 S2 T2 

89.84  84.5  7  78.5  J2 S2 T3 
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Table 2. Computational results J3 

GENETIC GAMS  /δ =0 5 
B G= = 40  

Time 
)second(  

The objective 
function 

Time 
)second(  

The objective 
function  Sample  

91  40  369  30.5  J3 S1 T1 

98.51  44  93.386  57.7  J3 S1 T2 

91  94  134.579  77.5  J3 S1 T3 

141  58.5  1346.223  32.47  J3 S2 T1 

143  136.5  After3600  90.72  J3 S2 T2 

    
Seconds to did 

not reach to 
answer  

  
J3 S2 T3 

        J3 S1 T1 

142  441  1937  109.76  J3 S1 T2 

6. Conclusion 

Due to the discrete nature of the intended using of methods for solving discrete issues such as 
the ant colony algorithm is proposed. It is proposed to improve the model to models with two 
different objective functions considered the cost of production and delivery cost and it will be 
resolved bi-objective function. 
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