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Abstract
Capital structure is definitely related to the company’s long-term expenditure. Capital structure compares long-term debt to own capital. Corporate funding policies can be obtained from internal and / or external companies. So the purpose of this study is to analyze the capital structure of public companies in Indonesia. In the process of determining capital structure determination using multiple linear regression statistics, the results of the study are Return On Assets, Total Asset Turnover, and Current Ratio have a negative influence on the capital structure of public companies in Indonesia. So it can be concluded that public companies in Indonesia use internal funds more than external capital because internal capital does not create a fixed burden for the company.
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1. Introduction
Corporate funding policy is a policy about the use of funds originating from internal or external sources. This is usually called the capital structure, which is a policy about the proportion of debt usage and own capital in the company’s operations. This is usually called the company’s capital structure. For public companies this capital structure decision is very important, because it can directly affect the company’s finances, and the capital structure can be influenced by several factors such as profitability, liquidity and activity. Decision on capital
structure can affect the risks borne by shareholders, but also in tandem with the level of profits received by shareholders. The impact of capital structure decisions made by financial managers can have an impact on the company’s financial risks where if the company is unable to pay its obligations, financial difficulties can occur to the company. The purpose of this study is to prove empirically the factors that can affect the company’s capital structure public companies in Indonesia.

1.1 Capital Structure

The company’s capital structure is a funding policy regarding the balance between long-term debt and own capital (Riyanto, 2010: 22). Therefore, a balance between the use of these two sources of funds is needed. The company’s capital structure can be formulated as follows:

\[
\text{Capital structure} = \frac{\text{Longterm Debt}}{\text{Equity}} \quad (1)
\]

The theories related to the capital structure of the company are as follows (Sudana, 2015: 172):

1) Trade Off Theory

The theory Trade Off describes the savings of taxes and bankruptcy costs obtained from the use of debt. The meaning is that when a company uses large amounts of debt initially it will increase the value of the company, the impact of tax savings is greater than the cost of bankruptcy.

2) Signaling Theory

This signal theory suggests how companies give signals to the users of financial statements, because this theory shows information imbalance / information asymmetry between company management and those who need the financial statements. Based on signal theory, companies that have a lot of profits will tend to use more debt. (Sudana, 2015: 174).

3) Pecking Order Theory

The Pecking Order theory states that there are several uses of funds by companies. Initially the company will use the company’s internal funds in the form of retained earnings, if internal funds are not enough, the company uses external funds in the form of debt then issues new shares. From the selected external funds, it is debt in advance because the cost of capital is cheaper than the issuance of new shares. (Myers, 1984)

4) Agency Theory

Basically every company is managed by company management. Company management consists of people who run company activities. In this theory states that managers have personal goals that conflict with the aim to maximize the wealth of company shareholders, so that this can lead to conflict between managers and company shareholders. In addition, conflicts also arise between managers and creditors.

1.2 Factors That Influence Capital Structure

Capital structure is the composition of corporate funding with long-term debt with own capital. Determination of the composition of long-term debt with own capital can be influenced by several factors, among others: According to Bambang Riyanto (2001: 296) capital structure can be influenced by interest rates, income stability, asset structure, asset risk level, amount of capital needed, capital market conditions, the nature of management and the size of a company. According to Margaretha (2010: 120) capital structure can be influenced by growth, size,
tangibility, profitability, liquidity, non debt tax shields, age and investment. Some of the factors above are factors that influence the company’s capital structure, in this study will examine several factors, namely company age, company size, tangibility, profitability, liquidity, and business risk.

*Return On Assets (ROA)* is the company’s ability to generate profits by utilizing assets owned by the company (Sudana, 2011: 22). Companies with high levels of profitability will tend to carry out operational activities by using internal capital rather than external funds. *Pecking order theory* also shows that companies are *profitable*, funding tends to come from internal funds. From these theories can indicate that return on assets affect the capital structure. In accordance with Farisa and Widati (2017) which states that return on assets has a significant negative effect on capital structure.

**H1 :** There is an effect of *Return On Asset* on Capital Structure

*Current Ratio (CR)* is one measurement of the liquidity ratio that is used to determine the company’s ability to pay its short-term debt using current assets owned (Kasmir, 2012: 134). Companies with high levels of liquidity will prefer to use internal funds compared to external funds to finance new investments. *Pecking orders* explain that companies are more likely to choose to fund companies with internal funds, so this theory predicts a negative relationship between liquidity and capital structure. In accordance with Riasita (2014) which states that Current Ratio has a significant negative effect on Debt to Equity Ratio.

**H2 :** There is the influence of *Current Ratio* on Capital Structure

*Total Asset Turn Over (TATO)* is a ratio to measure the effectiveness of total asset use in generating sales volume to generate profits (Hanafi & Halim, 2009: 81). *Total Asset Turnover (TATO)* is a ratio to measure the effectiveness of total asset use in generating sales volumes to generate profits (Hanafi & Halim, 2010: 81). Companies that have a large TATO value show that a company’s assets can spin faster and generate profits and more efficiently use the entire asset in generating sales. The profits obtained by the company will be used as capital for other operational and financing activities. This shows that *total asset turnover* affects the capital structure. Watung (2016) shows that TATO (Total Asset Turn Over) affects the capital structure.

**H3 :** There is an effect of *Total Asset Turnover* on Capital Structure

2. Methodology

According to Malhotra (2005: 89) there are two research studies exploratory and conclusive. Explorative research is used to get an overview and understanding of the problem to be studied, while conclusive research is research designed to make decisions in determining, evaluating, and choosing a series of actions to be taken in certain situations. Conclusive research is divided into two, namely descriptive and causal. Descriptive research is a conclusive study that has the aim to describe a characteristic, while causal research is research whose main purpose is to obtain evidence regarding causal relationships. Based on this theory, this research used quantitative method.

According to Usman (2006: 181) the population is certain characteristics of a group of objects that are complete and clear, both the results of calculations and measurements can quantitative and qualitative. The population used in this study is a company listed on the Indonesia Stock
Exchange. Soeratno and Arsyad (2003: 105) said that the sample is the real part of a study. The sample technique used in this study was **purposive sampling** with the following criteria: Companies listed on the Stock Exchange in 2015-2017 and have positive profits in 2015-2017. This research has two types of variables consisting of **independent variables**, namely the capital structure of the company and the dependent variable (**Dependent Variable**), namely profitability (**Return On Assets**), liquidity (**Current Ratio**) and Activity (**Total Asset Turnover**). The types of data are secondary data, data obtained by collecting the sources that already exist. Data source in this study were obtained from www.idx.co.id. Data collection techniques use the documentation method. According to Arikunto (2006: 234) the documentation method is a method of data collection carried out by taking, quoting, and studying documents - documents relating to the research. Documentation method through collecting financial statement data (balance sheet and profit/loss report) which is then processed and analyzed quantitatively.

Analysis techniques used in this study are multiple regression. The general linear multiple regression equation can be formulated as follows (Ghozali, 2013: 13):

\[ Y = a + bX_1 + bX_2 + bX_3 + e \]

**Description**

- **Y** = Dependent variables
- \(X_{1,2,3}\) = Independent variable (1= ROA, 2=CR, 3=TATO)
- **a** = constant
- \(b_{1,2,3}\) = Regression coefficient
- **e** = error standard

The coefficient of determination (\(R^2\)) is done to test how far the ability of the model to explain the variation of the dependent variable. The coefficient of determination is between one and zero. If the R value small it means that the ability of the independent variables is very limited in explaining the variation of the dependent variable. If the resulting value approaches one then the independent variables provide almost all the information needed to predict the variation of the dependent variable.

### 3. Result and Discussion

#### 3.1 Normality Test

Normality test is done to test whether the regression model on the residual variable has a normal distribution or not. Normality test use the non-parametric statistical test **Kolmogorov-Smirnov** (KS). Data is normally distributed if the significance value is above 0.05. And the data is said to be abnormal if the significance value is below 0.05.

#### 3.2 Multicollinearity Test

The multicollinearity test is conducted to see whether there is a correlation to the independent variable. Regression models should not have a correlation between independent variables. The occurrence of Multicollinearity according to Ghozali (2013: 105) can be seen from the value **tolerance** and **variance inflation factor** (VIF). The multicollinearity test in this study by using the basis of decision making with a value of **Tolerance** > 0.10 or the same as the VIF value <10, the model can be said to be free from Multicollinearity.
3.3 Autocorrelation Test

Autocorrelation test aims to see whether there is a correlation in the regression model between disruptive errors in period t and the interruption of the previous period t (Ghozali, 2013: 110). To test autocorrelation can use Durbin-Watson (DW Test). Decision-making occurrence of autocorrelation is as follows:

Table 1. Decision autocorrelation

<table>
<thead>
<tr>
<th>null hypothesis</th>
<th>Decisions</th>
<th>If</th>
</tr>
</thead>
<tbody>
<tr>
<td>No positive autocorrelation</td>
<td>Decline</td>
<td>0 &lt;d &lt;dl</td>
</tr>
<tr>
<td>No positive autocorrelation</td>
<td>No decision</td>
<td>dl ≤ d ≤ du</td>
</tr>
<tr>
<td>Nothing negative correlation</td>
<td>Reject</td>
<td>4 - dl &lt;d</td>
</tr>
<tr>
<td>&lt;4there is a negative correlation</td>
<td>No decision</td>
<td>4 - du ≤ d ≤ 4 - dl</td>
</tr>
<tr>
<td>No autocorrelation, positive or negative</td>
<td>Not rejected</td>
<td>&lt;d &lt;4 - du</td>
</tr>
</tbody>
</table>

3.4 Heteroscedasticity Test

The heteroscedasticity test in this study uses the glejser test which regresses the residual absolute value against the independent variable (Ghozali, 2013: 142). If the statistically significant independent variables affect the dependent variable Ut Absolute Value (AbsUt), heteroscedasticity will occur. There will be no indication of heteroscedasticity if the probability of the significance level is above the confidence level of 5% or 0.05.

3.5 Hypothesis Testing

Hypothesis Testing aims to analyze and draw conclusions on the problems under study so that it can be decided whether to reject or accept the hypothesis. In this study, hypothesis testing is determined by a partial test or t test and test simultaneously or F test.. This research using data from all companies in the Indonesia Stock Exchange (IDX) with a period of three years from 2015 until 2017. The number of companies listed on the Indonesia Stock Exchange (IDX) in the period 2015 to 2017 were 504 companies. The data used in the research are annual financial reports. Of the number of companies listed on the Indonesia Stock Exchange in 2015-2017 as many as 504 companies, there are many companies that do not meet the research criteria so that the number of companies that make up the population in this study is only 40 companies. This research was conducted for three years so that the sample in this study was 120 companies. However, because the data is not normally distributed, autocorrelation occurs, and heteroscedasticity occurs, the researcher transforms the data by removing 48 outliers. So that the sample obtained is 72 data.

3.6 The Normality Test

The result of the Kolmogorov-Smirnov (KS) test on company data listed on the Indonesia Stock Exchange in 2015-2017
Table 2. Test Results *Kolmogrov-Smirnov* (KS)

<table>
<thead>
<tr>
<th>Kolmogorov-Smirnov One-Sample Test</th>
<th>Unstandardized Residual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asymp. Sig. (2-tailed)</td>
<td>.200</td>
</tr>
</tbody>
</table>

a. The distribution test is Normal.

Source: *SPSS Output Results.*

Normality test using the *Kolmogorov-Smirnov* test (KS) show that the value of Asymp. Sig. (2-tailed) must be more than 0.05 for normal distribution data. In table 2 the value of Asymp. Sig. (2-tailed) for data from companies listed on the Indonesia Stock Exchange in 2015-2017 amounting to 0.200 and exceeding the significant level that has been determined which is 0.05 so that the data can be said to be normally distributed.

### 3.7 Multicolinearity Test

Table 3. Multicolinearity Test Result

<table>
<thead>
<tr>
<th>Coefficientsa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>1 (Constant)</td>
</tr>
<tr>
<td>LN_ROA</td>
</tr>
<tr>
<td>LN_CR</td>
</tr>
<tr>
<td>LN_TATO</td>
</tr>
</tbody>
</table>

a. Dependent Variable: LN_DER

Source: *SPSS Output Results.*

Based on the results of SPSS output in table 3, the value *tolerance* for the three variables is greater than 0.10, namely *Return On Assets* (X1) variable of 0.796, *Current Ratio* (X2) variable is 0.874 and variable *Total Asset Turnover* (X3) of 0.885. The VIF value of the three variables also shows results that are smaller than 10, namely the *Return On Assets* (X1) variable has a VIF value of 1.256, the *Current Ratio* (X2) variable is 1.145 and the variable is *Total Asset Turnover* (X3) 1.130. Then it can be concluded that the value of Tolerance Value > 0.10 and VIF <10 which means that the variables used do not have problems in the multicollinearity test.

### 3.8 Autocorrelation Test

The output of the autocorrelation test from the variables *Return On Assets* (X1), *Current Ratio* (X2), *Total Asset Turnover* (X3) and *Debt to Equity Ratio* (Y) on companies listed on the Indonesia Stock Exchange in 2015-2017:
Table 3. Autocorrelation Test Results

Summaryb

<table>
<thead>
<tr>
<th>Model</th>
<th>Durbin-Watson</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.766</td>
</tr>
</tbody>
</table>

a. Predictors: (Constant), LN_TATO, LN_CR, LN_ROA
b. Dependent Variable: LN_DER

Source: SPSS Output Results.

Based on Table 3 shows that the Durbin-Watson value is 1.766. The Durbin-Watson value from the table is obtained where \(k = 3\) (number of independent variables) and \(n = 72\) (number of observations) then the du value is 1.7054. So, the DW value of 1.766 is greater than du, which is 1.7054 and less than 4-du \((4-1.7536 = 2.2946)\). If the value of du <dw <4-du \((1.7054 <1.766 <2,2946)\) then this result free from autocorrelation.

3.9 Glejser Test

Table 4. Test Results Glejser

Coefficientsa

<table>
<thead>
<tr>
<th>Model</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
</tr>
<tr>
<td>(Constant)</td>
<td>.380</td>
</tr>
<tr>
<td>LN_ROA</td>
<td>.144</td>
</tr>
<tr>
<td>LN_CR</td>
<td>.485</td>
</tr>
<tr>
<td>LN_TATO</td>
<td>.068</td>
</tr>
</tbody>
</table>

a. Dependent Variable: RES2

Source: SPSS Output Results.

Based on table 4 it can be seen from the probability of its significance above the confidence level of 5% or 0.05 for all three variables. So it can be concluded that the regression model does not contain any heteroscedasticity.

3.9 Determination Coefficient Test \(R^2\)

The coefficient of determination \((R^2)\) is basically used to measure or determine the magnitude of the influence of independent variables, namely ROA, CR and TATO on DER. This test is done by looking at the value of the coefficient of determination \((Adjusted R Square)\). Here are the results from testing the coefficient of determination:
Table 5. Adjusted R Square

Model Summary*

<table>
<thead>
<tr>
<th>Model</th>
<th>R</th>
<th>R Square</th>
<th>Adjusted R Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.671A</td>
<td>.427</td>
<td>.451</td>
</tr>
</tbody>
</table>

a. Predictors: (Constant), LN_TATO, LN_CR, LN_ROA

b. Dependent Variable: LN_DER

*Source: Results of SPSS Output.

The Adjusted R Square value indicates that value of 42.7% is caused by independent variables while the remaining 57.3% is caused by other factors not present in this research.

3.10 Test Statistic t

Table 6. Partial Significance Test Results (Test Statistics t)

Coefficients*

<table>
<thead>
<tr>
<th>Model</th>
<th>Unstandardized Coefficients</th>
<th>T</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>(Constant)</td>
<td>-.597</td>
<td>-2.426</td>
</tr>
<tr>
<td></td>
<td>LN_ROA</td>
<td>-.269</td>
<td>-3.587</td>
</tr>
<tr>
<td></td>
<td>LN_CR</td>
<td>532</td>
<td>-3.595</td>
</tr>
<tr>
<td></td>
<td>LN_TATO</td>
<td>-.198</td>
<td>-2.117</td>
</tr>
</tbody>
</table>

a. Dependent Variable: LN_DER

*Source: SPSS Output Results.

Based on the above table can be explained as follows:

1) Based on table 6 shows that the ROA variable has a regression coefficient of -0.269, meaning that the ROA variable has a negative effect on DER. The significance value of the ROA variable is 0.001 <0.05 so it can be concluded that H1 is accepted which states that ROA has a significant effect on DER.

2) Based on table 4.7 shows that the CR variable has a regression coefficient of -0.532, meaning that the CR variable has a negative effect on DER. The significance value of the CR variable is 0.001 <0.05 so it can be concluded that H2 is accepted which states that CR has a significant effect on DER.

3) Based on table 4.7 shows that the TATO variable has a regression coefficient of -0.198, meaning that the TATO variable has a negative effect on DER. The significance value of the TATO variable is 0.038 <0.05 so it can be concluded that H3 is accepted which states TATO has a significant influence on DER.
3.11 Test Statistic F

Table 7. Test Statistic F

<table>
<thead>
<tr>
<th>Model</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Regression</td>
<td>18.607</td>
<td>.000b</td>
</tr>
<tr>
<td>Residual</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a. Dependent Variable: LN_DER
b. Predictors: (Constant), LN_TATO, LN_CR, LN_ROA

Source: SPSS Output Results.

Based on Table 8 shows the calculated F value of 18.607 while F table at a significance level of 5% and df1 (N1) = k - 1 = 4-1 = 3, df2 (N2) = 72 - 3 = 69, so F Table is 2.74 means F count > F table (18.607 > 2.74), it can be concluded that the variable Return On Asset (X1), Current Ratio (X2), and Total Asset Turnover (X3) has a simultaneous effect on Debt to Equity Ratio (Y).

3.12 Interpretation of the Results

The results of the research indicate that Return on Asset has a negative and significant effect on capital structure. Negative results illustrate that the higher the company’s profits, the company will reduce the proportion of debt usage in the company’s capital structure. Companies in the Indonesia Stock Exchange prefer to use internal funding sources from retained earnings to finance their operations such as product development or the need for investment costs other than using sources and externally originating from parties outside the company. The decision was made by the company to minimize risk in the event of bankruptcy and large interest costs. This is also in accordance with the pecking order theory which states that a company with a high level of profitability will use low debt because the company will choose to use its internal resources in financing and operating the company. The results of this study are consistent with the research of Yusrianti (2013), Farisa and Widati (2017), as well as Dewiningrat and Mustanda (2018) which stated that Return On Asset had a significant negative effect on Debt Equity Ratio.

Current Ratio has a negative and significant relationship to capital structure. The results of the study show that the higher the level of liquidity of the company reduces the proportion of debt usage in the company’s capital structure. Companies that have a high level of liquidity are able to pay off their short-term liabilities. This means that the company has enough internal funds so that the company tends to minimize the amount of debt or external funding sources which will make the composition of the capital structure lower. This is also because companies with high levels of liquidity prefer to use internal funding sources to finance new investments. The results of this study are in accordance with the research of Riasita (2014), Farisa and Widati (2017), as
well as Dewiningrat and Mustanda (2018) which stated that CR had a significant negative effect on DER.

Total Asset Turnover (TATO) has a negative and significant effect on capital structure. The results of the study show that the higher the rate of turnover of a company’s assets reduces the proportion of debt usage in the company’s capital structure.

The high level of asset turnover of the company shows that the management of the company is increasingly effective in managing the assets owned to run the company’s operations and produce high sales volumes as well. This also shows that the higher the turnover of the company’s assets, the return in the most liquid form, namely the company’s cash tends to be fast so that the company prefers to use internal funds for operational financing compared to the use of funds from external sources. The results of this study are in accordance with the study by Wardhana and Mawardi (2016) which stated that Total Asset Turn Over had a significant negative effect on Debt Equity Ratio.

4. Conclusions and Recommendation

After testing in this research, it can be concluded as follows:

1) ROA has a negative and significant effect on DER.
2) CR has a negative and significant effect on DER.
3) TATO has a negative and significant influence on DER.

4.1 For Researchers

For researcher for the next research able to add other variables such as company size, asset structure, dividend policy, and sales growth.

4.2 For Company

For the company to conduct business expansion and operational financing of companies, then the source of funds using a pecking order theory is with retained earnings first, then share emissions, and finally by using debt.
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