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Abstract 

Ubiquitous systems should properly support the connection/disconnection of entities at 
run-time. Accordingly, the communication of information in this type of systems should be 
able to adapt themselves to changes in their structure and participant entities without any 
need of user intervention. In this regard and due to the dynamic nature of these systems, 
asynchronous communication is more useful than synchronous one. Particularly, the 
publish/subscribe paradigm is used as it supports, not only asynchronous communications, 
but also the loose coupling between system entities, which is an important requirement that 
has to be satisfied in order to deal with the changes in the configuration of the 
communications between the involved entities. 

In this paper, we propose a model of dynamically redefinable events in order to support 
dynamic reconfiguration of communications in ubiquitous systems. We also introduce 
associated techniques for publishing, subscribing and combining those events. The structure 
of the events and their intended semantics will be formally specified in an ontology, which 
enables automated reasoning based on Description Logics. 

Furthermore, the proposal is described by means of an example and implemented as part of a 
coordination middleware intended to support the development of ubiquitous systems. 

Keywords: Event, Publish/Subscribe, Distributed Systems, Data Dissemination, Semantics, 
Ontology. 
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1. Introduction 

Nowadays, it is very common to have ubiquitous systems [1][2] all around us. These 
systems are composed by mobile applications, services and “invisible” devices that 
seamlessly interact with the real environment while permanently being connected to a 
network (WAN, LAN, PAN, etc.). These systems also show the following requirements: (1) 
Several heterogeneous devices coexisting in the same network; (2) Limited availability of 
resources; (3) Continuous changes in the location of the participants; (4) Semantics of the 
exchanged information will depend on the network and the location. Traditional approaches 
do not fully satisfy all these requirements [3], as they are intended to support more general 
requirements and not those that are specifically associated with ubiquitous systems. 

Asynchronous communications are used in order to deal with the dynamic nature of these 
systems, as new entities may appear or disappear constantly and, so, synchronous 
communications will have to be short-lived in most cases. Particularly, the publish/subscribe 
communication paradigm [4] is frequently chosen in order to exchange information in 
ubiquitous systems, mainly due to its asynchronous nature and the loosely coupling of 
communication participants [5]. 

Usually, information in the publish/subscribe communication paradigm is presented as 
events, which can be defined as a significant occurrence that has a location in time and space 
[6][7]. Representing information as events and adequately managing them may be useful in 
ubiquitous systems, as information is frequently exchanged only when the status of any of the 
participants has changed. For readability issues, all along the paper we will also refer to the 
message that notifies an event occurrence by the term event. 

As new devices, services and applications are incorporated into ubiquitous systems (or 
removed from them), mainly due to steadily changes of their physical location, it becomes 
more and more complex to predict a suitable configuration to guarantee that, over time, each 
one will receive and process the required information so as to accomplish their intended 
objectives [8]. Thus, it is necessary to propose the definition of models and the usage of 
techniques that support the design and development of dynamically reconfigurable 
applications, services and devices, i.e., the ability to be modified and extended at run-time 
[9]. 

In recent years, some technological solutions based on the publish/subscribe paradigm 
have been proposed in order to support communications in ubiquitous computing systems. In 
this regard, some remarkable solutions are Mobile-Gaia [10], Lime [11] and MATE [12]. 
However, all these pieces of work do not deal with the conceptualization of the 
communicated information and its elements. 

In this paper, we argue that a first step for providing communication participants with 
on-the-fly reconfiguration capabilities in ubiquitous systems is to include events that are able 
to be dynamically redefined in the publish/subscribe paradigm. Specifically, we will 
introduce the notion of redefinable event, a formal ontological model for these events, a 
formal adaptation of the publication and subscription techniques in order to support the 
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proposed event model and a technique to combine events at run-time in order to build new 
ones and to notify them to interested entities. 

This research work proposes the usage of formal semantic specification techniques in 
order to check the consistency of each subscription to events and to store the properties of the 
internal information that determines each event. Specifically, this formal specification will be 
represented in an ontology of events and related topics. Events will be able to be built by 
extracting parts of the internal information that will be stored in other events and by 
combining them in a consistent way (i.e., a combination of information properties that is 
consistent with the ontology). When this is done at run-time and new events are built from an 
event to which information is added or modified, we denote this fact as a redefinition of 
events. 

The remainder of the paper is structured as follows. In Section 2, the proposal for 
dynamically redefining events in publish/subscribe communication paradigm is described. In 
Section 3 an overview of the technological support of the proposal is summarized. In Section 
4 some work that is related to the proposal described in this paper is analyzed. Finally, 
Section 5 presents the conclusions drawn from this article and some directions for future 
work. 

2. Redefining Events in Publish/Subscribe Paradigm 

This section introduces the proposal to extend the publish/subscribe communication 
paradigm by providing events with dynamic redefinition capabilities. We present an event 
model, a definition of this model by means of an ontology, techniques for publishing and 
subscribing to these events and a technique to combine them at run-time. Finally, we describe 
an example scenario in order to give more insight about how the communication of 
information in ubiquitous systems can change at run time. 

2.1 Redefinable Events 

In the publish/subscribe communication paradigm, the information exchanged between 
communication participants (applications, services or devices) is encapsulated into events. 
We define an event as a communication element that is composed of a set of pieces of 
information that are related to some topics and can be produced by a communication 
participant as a result of a change in its state. These pieces of information are encapsulated 
into event nodes. An event node is structured as an identifier-type-value tuple. Each event 
may have an unlimited number of event nodes to represent any piece of information. 

A valid identifier for an event node consists of a unique name. Primitive types can be any 
of the following ones: integer, floating-point, string, byte, boolean and sequences of these 
types. It is important to mention that an event node is also an event. This way, hierarchical 
structures (i.e., trees) can be expressed as events. 

Each event is associated with one topic. Each topic represents the semantics of each 
event, which may be the result of the semantic combination of different topics. For example, 
if temperature and noise topics exist and there is a semantic association between both topics 
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in the form of comfort topic, there may exist an event εi whose topic is comfort and whose 
event nodes are an association of the event nodes that are used to syntactically represent both 
temperature and noise events. 

In order to deal with the dynamic nature of ubiquitous systems, we introduce the notion 
of redefinable events so as to allow adapting events to the changes that take place in the 
system (e.g., to add devices, to remove them, to modify the connections between the existing 
ones, etc.), by redefining the set of event nodes at run-time. Additionally, event topics can be 
dynamically inferred as follows: 

• If an event is composed of one event node only, its topic will be the topic of such 
event node. 

• Otherwise, if it is composed of more than one event node, its topic will be deduced 
from the semantic association between the topics of each event node. 

Thus, in redefinable events, as event nodes may be dynamically added or removed, the 
topic of each event can be inferred. For example, if a redefinable event with a temperature 
event node is expanded by adding a noise event node, and both temperature and noise topics 
are semantically associated with the more general comfort topic, it will be inferred that the 
extended event is also semantically associated with the comfort topic. 

The metamodel of events is shown in Figure 1 using UML class diagrams, and the 
elements of this metamodel are summarized in Table 1. 

 

Figure 1. Redefinable event metamodel in UML. 
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Table 1. Event metamodel elements 

Element Interpretation 

Event 
Communication element that is composed of a set of pieces of information that are related 

to a specific topic 

Event Node Pieces of information structured as identifier-type-value tuples 

Redefinable Event 
Event whose structure could be redefined at run-time (i.e., adding, removing, or 

modifying event nodes) 

Topic 
Each topic defines a way to indirectly connect publishers with interested subscribers. 

Some examples of topics are temperature, humidity, users, devices, etc. 

Relation Event-Topic Each topic represents the formal semantics of each event 

Relation Event-Event Node 

An event is composed by a set of event nodes. Each event node has an associated topic, 

too. This way, it is possible to dynamically infer the topic of an event based only on the 

nodes: It will be deduced from the semantic association between the topics. 

Relation Event-Redefinable Event 

A Redefinable Event will be an specialization of an event that will be able to be modified 

at run-time. For example, it will be possible to add or to modify event nodes and to 

change the semantics associated with the original event. 

Relation Topic-Topic 
Each topic may be related with other topics as established by the ontology that represents 

the events (see Section 2.2). 

Relation Event Node - Identifier - 

Primitive Type - Value 
Each event node will have a tuple identifier-type-value associated. 

2.2 An Ontological Model of Events 

In Computer Science, an ontology is defined as “a specification of a conceptualization” 
[13]. An ontology describes the topics in a domain, the relations between them and the 
constraints on them. The metamodel shown in Figure 1 has been specified in a formal 
ontology. This ontological model is used in order to represent events, their structures (event 
nodes) and the semantic information associated with them. The ontology will also store the 
instantiations of the event model. 

A system entity, which is going to be called the semantic entity, should monitor all 
changes the ontology may undergo and send out events so as to notify all the topics that may 
have been modified. Such changes could also be the result from automated reasoning 
procedures based on description logics [14] and that may infer implicit knowledge. 
Additionally, the semantic entity enables to check the substructure of a particular kind of 
topic from its ontological identifier. 

Figure 2 shows a graphical representation of an instantiation of the ontology that is used 
in order to formalize topics and that is based on the metamodel of Figure 1. Note that in 
Figure 2, for a comfort type topic, the semantic entity will report that user_condition is a 
subtype of the comfort topic and that it is the result of the union of noise and temperature 
topics that, in turn, will have their own properties and characteristics.  
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Figure 2. An instantiation sample of the ontology. 

Figure 3 shows the implementation of part of the ontology in Protégé editor [15]. The 
ontology has been implemented in the OWL language [16], whose formal semantics is based 
on Description Logics. 

 

Figure 3. An implementation of the ontology in Protégé ontology editor. 
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2.3 Event Subscription Techniques 

A subscription σ to an event εi is defined as a “filter over a portion of the event content 
(or the whole of it), expressed through a set of constraints” [17]. The proposed events support 
two subscription variants: 

• Topic-Based. Communication participants show interest in a topic and, from that 
moment, they receive events that are semantically related to that topic. For example, 
if a participant subscribes to the comfort topic, it will receive events, not only related 
to the comfort topic, but also to temperature and noise ones (if they are semantically 
related to it). Formally, the set of events that are received by a communication 
participant with a topic-based subscription στ is defined as follows: 

Let subscribe be a function that filters all the events that are received by a 
participant on the basis of their associated topic, let T be the set of all semantically 
formalized topics and τ be a topic, then: 

στ = subscribe(τ ),τ ∈T   (1) 

Let E be the set of all possible events and let R be the product set (or the 
cartesian product) E x T in which all the relations (εi, τ) represent an event εi that is 
semantically related to the topic τ. We define the binary operation “semantically 
related to”, annotated as  , as follows: 

εi  τ ⇔ (εi, τ) ∈ R, R = E × T, εi ∈ E, τ ∈ T (2) 

Let Sστ be the set of all the events received by a communication participant 
whose topic-based subscription is στ, let εi(k) be a function that retrieves the k-th 
event node of the event εi, which is also an event (see Section 2.1), and let ni be the 
number of event nodes of εi, then: 

Sστ = {εi | εi  τ} ∪ {εi | ∀k ∈ {1, …, ni}, εi(k)  τ}  (3) 

• Content-Based. Communication participants show interest in receiving events that 
are semantically associated with a topic when a set of constraints over the event 
nodes is accomplished. For example, it can be specified a subscription to the 
temperature topic and receive events only when this temperature is over 45º C. The 
set of events that are received by a communication participant with a content-based 
subscription σ(τ, Pτ) is formally defined as follows: 

Let εi(k) be the k-th event node of the event εi, let ti,k be the primitive type of the 
event node εi(k), let a be a constant of any primitive type and ta its primitive type. 
We define the binary operation “is comparable to” (annotated as †) as follows: 

εi(k) † a ⇔ ti,k = ta (4) 

If εi(k) † a, five comparing operators can be defined: 
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εi(k) = a; εi(k) < a; εi(k) ≤ a; εi(k) > a; εi(k) ≥ a (5) 

These operators always follow a lexicographical order. For example, 4 < 5, 
“aaa” < “aab”, (4, 5, 6, 9) < (4, 6, 3, 1), etc.  

Let sj be a comparing operation between any εi(k) and a constant ai, where εi(k) † 
a, let τ be a topic and εi(k)  τ. We define the predicate Pτ as follows: 

Pτ = s1 ∧ … ∧ sm (6) 

Let contentSubscribe be a function that filters all the events that are received by 
a participant based on a topic τ and a set of constraints described by the predicate Pτ, 
then: 

σ(τ,Pτ ) = contentSubscribe(τ,Pτ )  (7) 

Let Sσ(τ, Pτ) be the set of all the received events by a communication participant 
whose content-based subscription is σ(τ, Pτ), whose constraints are specified by the 
predicate Pτ, and let vi,k be the value associated with the event node εi(k), then: 

Sσ (τ ,Pτ )
= {ε i :ε i ∈ Sστ

,{Pτ ∧ (ε i(k) = vi,k )} ⊢ ¬∅} (8) 

In this formula, {Pτ ∧ (εi(k) = vi,k)} ⊢ ¬Ø means that the predicate Pτ, when in 

conjunction with the equality εi(k) = vi,k has to be consistent (i.e., it not contains any 
logical contradictions). For example, if the predicate Ptemperature = {ε1(1) < 45} and 
the event ε1 is published with ε1(1) = 46, then the subscriber will not receive the 
event, as {ε1(1) < 45 ∧ ε1(1) = 46} is not a consistent set. 

Each ubiquitous system should have an entity that will be in charge of storing every σ 
subscription. This entity will be known as the subscription entity and it will provide both 
subscribe and contentSubscribe functions. Additionally, it also provides the function 
checkSubs(εi), which checks whether a subscription related to the event εi exists or not. This 
function is the basis to publish events, as if an event should be published, it returns the 
identifiers of the participants that are interested in the specified event. 

2.4 Event Publishing Techniques 

An event εi must be sent out to a communication participant that is subscribed to the 
topic τ if that event is a member of the set Sστ or the set Sσ(τ, Pτ). For example, if a 
communication participant subscribes to the comfort topic and this topic results from the 
semantic combination between temperature and noise topics, then, comfort, temperature and 
noise events will be communicated to it. In order to solve the semantic relations between 
events and topics, the semantic entity is used. 

Since each ubiquitous computing system has a subscription entity working, event 
publishers may invoke the function checkSubs(εi) to check whether they should publish an 
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event εi or not. This way, events are only sent when a previous related subscription exists, 
thereby, avoiding unnecessary event publications. As it was specified in the previous section, 
the checkSubs(εi) will return the identifiers of the participants that are interested in the 
corresponding event. Hence, direct communications may be established between event 
publishers and subscribers. 

It is important to note that the previous technique to publish events may be developed as 
a publish function in a centralized publication entity or as an intrinsic function to each 
communication participant. As a consequence, both centralized and distributed publication 
techniques are supported. 

Moreover, when time constraints should be fulfilled in the ubiquitous system (for 
example, a restriction in the interval of time elapsed between a time of publishing an event 
and receiving it by its subscribers), it is recommended to choose the centralized publication 
technique, as it can be more predictable, which is an important requirement in real-time 
systems [18]. In case that the ubiquitous system should meet requirements like predictability 
and scalability, which would require on the one hand, the centralized technique and, on the 
other hand, the distributed technique, it will have to be decided which of the requirements are 
more important to be fulfilled. Also, these techniques may be mixed to meet some of these 
“conflicting” requirements by combining participants that use a publication entity and 
participants that implement their own publication techniques. 

2.5 Event Combination 

Event combination is made by using a combination entity, which will be in charge of 
receiving all the events that are notified in a system and will store the last received event of 
each topic. Whenever a new event is stored, it will extract some of its event nodes and will 
try to combine it with other nodes extracted from other stored events. In order to do that in a 
limited period of time, the semantic entity will be used so as to only make combinations that 
are consistent with the properties of the topics that are stored in the ontology. Additionally, 
event combinations in order to build events of certain topics will only be done if at least one 
system entity is interested in that topic (i.e., it is subscribed to that topic). For instance, if it 
exists a comfort topic whose properties are “degrees” and “db” and the combination entity 
receives several events related with several topics, it will only try to extract “degrees” and 
“db” information in order to build a new comfort event. 

Whenever a new event is built, this entity will notify it and entities that are subscribed to 
its related topic will receive it. 

By combining events with a combination entity, other entities will not have to take into 
account that the information that they require comes from different sources and has to be 
combined into a single piece of information. 

2.6 An Example 

In order to give more insight about how the structure of the information to be 
communicated in an ubiquitous system can be reconfigured at run time, we show a scenario 
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that consists of a temperature sensor and a noise sensor (see Figure 4), to which is going to be 
added (A) and removed (B) a humidity sensor. These sensors publish temperature, noise and 
humidity events whenever values measured change. There is also a mobile application that is 
subscribed to the comfort topic, which is the most general one in this scenario. Its intention is 
to show to an end user all the information that is related with the comfort of the room in 
which it is situated. 

It is important to note that the combination entity will receive all the events that are 
published in the whole system and will synchronously communicate with the semantic entity 
in order to request information or to provide it. 

 

Figure 4. A proposed example scenario 

Published events, which can be considered as sets of event nodes or tuples of 
identifiers-types-values, store the following information (where x is a constant of the same 
primitive type specified by the corresponding event node): 

• εtemperature = {(“degrees”, float, x)} 

• εnoise = {(“db”, integer, x)} 

• εcomfort = { εtemperature, εnoise} 

The combination entity will receive both temperature and noise events and will try to 
build comfort events. In order to detect which are the consistent combinations between the 
retrieved pieces of information, this entity will use the semantic entity. Whenever it combines 
the information in an appropriate way, it will publish a comfort event. This event will be 
notified to the mobile application, which will use the internal information of it in order to 
fulfil its objective (i.e., to show the available comfort information of a room). 

In this initial scenario, it is added a humidity sensor that produces events related to 
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humidity topic. As this one did not exist previously, the ontology that stores all the topics is 
modified in order to incorporate it at the same abstraction level of temperature and noise ones. 
Thus, the humidity event is created and the comfort event is redefined. They will have the 
following structures: 

• εhumidity = {(“percentage”, float, x)} 

• εcomfort = {εtemperature, εnoise, εhumidity} 

As the combination entity will keep trying to make combinations between the 
information that is stored in the received events by using the semantic entity, it will now build 
a comfort event whose event nodes are extracted from humidity, temperature and noise events. 
Each time this entity builds a new event, it will notify it. Thus, the mobile application will 
receive these new comfort events automatically after adding the humidity sensor to the 
system and will be able to show humidity information to an end user without requiring any 
previous reconfiguration. 

If the humidity sensor is removed from the scenario (figure 4, B), the comfort event will be 
redefined again so as to only contain information about the temperature and noise. Again, the 
combination entity will try to make combinations of the received events by using the 
semantic entity. Thus, it will now build comfort events by only using the information about 
temperature and noise. Therefore, it is possible to add or to remove participants to/from an 
ubiquitous system without requiring any changes in the subscriptions of any of the previously 
existing participants, as redefining events entails a dynamic reconfiguration of 
communications. 

3. Technological Support 

At the technological level, we have implemented a middleware based on the model and 
techniques proposed to show the feasibility of the approach. The middleware is defined as a 
software layer that is located between the operating system and the applications in order to 
hide the existing heterogeneity of different physical computer architectures, operating 
systems and programming languages, thereby, simplifying the process of transferring 
information between the different machines that are part of a distributed system [19]. 

The IceP communication protocol [20] has been used to codify network messages. An 
event handler is used by communication participants for sending and receiving events. Events 
are coded as dictionary structures. These dictionaries are collections of unique pairs of keys 
and values. Keys are, in this case, strings that represent the identifier of each event node (see 
Section 2.1) and values are arrays of bytes. These arrays of bytes represent values as specified 
by the IceP communication protocol. 

The communication abstraction layer consists of a set of modules that hide which 
communication interface is used when transferring data from one machine to others. For 
example, by default, one module is provided for transferring data over a TCP/IP compatible 
interface to hide the inherent complexity of transferring messages over sockets. 

Data distribution (publish function) may be centralized in a service or distributed 
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between different communication participants, depending on the characteristics of the 
network. Thus, in multicast networks, participants will have support to distribute events to 
other participants without requiring any specialized entity, although communications would 
be unreliable (i.e., based on the UDP protocol). In order to support reliable communications 
(i.e., based on the TCP protocol), both publication and subscription entities, which are 
described in Section 2, have been implemented as services. In contrast with the unreliable 
distribution of events, in this case, communications are centralized and, thus, there are risks 
of bottlenecks in some communication scenarios. 

The semantic entity has been developed as a service that makes use of a combination of 
an ontology described in OWL and Pellet reasoner [21]. 

Finally, in order to increase the portability of the middleware, its API is offered in several 
programming languages, like C++, Objective-C, Java, Python and PHP, and, in addition to 
Windows, Linux and MacOSX, it has been ported to iPhone and Android mobile platforms. 

4. Related Work 

Different works in the literature have dealt with the fulfilment of the requirements of 
ubiquitous systems by using the publish/subscribe communication paradigm. Specifically, 
some of them have introduced several notions of events and different publication and 
subscription techniques. 

Courtenage [22] defines a way of specifying and detecting composite events in 
content-based publish/subscribe systems. Similarly, Data Distribution Service (DDS) [23] 
introduces the notion of MultiTopic in the description of a Topic, that is, a topic that results 
from the combination of several Topics. For doing that, it uses SQL-like expressions. In these 
proposals, event topics are not specified using an ontology that deals with the their 
conceptualization, they can not be modified dynamically and subscription and publishing 
techniques are not adapted to support some of the requirements associated with ubiquitous 
systems, such as providing a decentralized (or P2P) operation mode or supporting dynamic 
changes in the system (i.e., adding or removing applications, services or devices). By using 
an ontology, it will be supported to detect the consistency of the combinations, to formalize 
the information associated with each topic and to establish system-wide complex relations 
between topics. 

Wang [24] and Petrovic [25] define two proposals that involve the usage of ontologies in 
order to support complex subscriptions, demonstrating the possibility of delivering efficient 
implementations of this kind of publish/subscribe systems. These papers are not focused on 
ubiquitous systems and, thus, they do not specifically address their requirements. 

Cugola and Jacobsen [5] propose a publish/subscribe middleware for mobile systems that 
meets most of the requirements associated with ubiquitous systems. Our proposal is focused 
on how to deal with a dynamically changing environment in terms of adapting the 
information that is exchanged between the communicating participants, which is not the 
approach that follows the work referenced above. 
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5. Conclusions and Future Work 

In this paper, we have proposed a model of redefinable events to support dynamic 
reconfiguration of communications in ubiquitous systems. We have also introduced some 
techniques for publishing and subscribing those events. The structure of the events and their 
intended semantics have been formally specified in an ontology, which enables automated 
reasoning based on Description Logics. Thus, our proposals give support to the mobility of 
communication participants between several networks, ensuring a valid data dissemination 
due to shared and formal semantics. Furthermore, this proposal has been implemented as part 
of a coordination middleware that supports both distributed and centralized publication 
techniques. Finally, this proposal may help in the design and development of Mobile Ad-Hoc 
Networks (MANETs), which consist of a set of mobile hosts that may exchange information 
mutually and roam around at their will without a base station to technologically support their 
communications [26] and which are gaining a special attention as a network topology to 
support communications in ubiquitous systems [27]. 

Also it is important to note that in the proposal, high level semantic information is 
interconnected with low-level layers, so as to provide functionality that was previously only 
offered at the application level. For example, currently, if an application needs to show 
information that may come from different sources and that only results from the combination 
of the information of those sources, this combination has to be “hard coded”, affecting 
negatively to the flexibility of the application and its maintainability. 

As future work we aim at extending the proposed middleware to support traditional 
coordination functionalities between communication participants (e.g., Linda coordination 
model [28]) in ubiquitous systems based on the publish/subscribe communication paradigm. 
Coordination capabilities will be enabled by appropriately combining both publishing and 
subscription techniques, formalized semantics of events and the combination service. 

Finally, we plan to evaluate the performance of the middleware in several real scenarios 
and to compare the results with some existing middlewares for ubiquitous systems. 
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