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Abstract 

This study analyzes the dynamic relationship between the cost of capital and macroeconomic 
factors for a group of emerging markets spanning the period 1996-2009 and using the GMM 
estimator methodology, suggested in Arellano and Bond (1991). The empirical findings 
indicate that these macroeconomic factors play a significant role in explaining the cost of 
capital in the emerging markets. 
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1. Introduction and Literature 

1.1 General Issues 

The cost of equity capital is considered as a crucial factor in assessing investment 
opportunities across international capital markets. The general approach is to use the capital 
asset pricing model (CAPM) to assess the cost of the equity capital. This general employment 
is based on the fact that once the future payoffs from capital market investments are risky, 
then the return employed to assess the net present value of such investments should be 
generated by a comparable risky alternative investment opportunity, such as investments in 
the stock market. In other words, the CAPM predicts that the expected return can be 
employed as a discount rate in assessing the net present value of a capital market investment.  

In a globalized world characterized by increased capital mobility, valuation is highly 
important in emerging markets, especially for privatization, joint ventures, mergers and 
acquisitions and restructuring. However, the valuation issue turns to be more difficult in 
emerging markets due to higher risks, such as macroeconomic volatility, capital controls, 
political and regulatory changes, enforced contract and investor rights and corruption. 
Macroeconomic volatility, which is the main theme of our study, seems to be extremely 
important for emerging markets, where the financial collapse and subsequent recession have 
generated increased nonperforming bank loans. At the same time, there is no general 
consensus among academics and practitioners as to the best approach to use in estimating the 
cost of capital with regard to firms operating in emerging markets. These markets are 
considered to be less integrated on a regional and/or world level, and the approach adopted to 
evaluate the cost of capital may affect local market volatility. (Graham and Harvey, 2001) 
argue that the cost of capital in emerging markets also receives a downward adjustment due 
to diversification effects. A potential reason for this is that the higher, vis-à-vis the developed 
markets, systematic risk for these economies should be added and reflected in the cost of 
capital. Finally, the risks associated with emerging markets are by majority considered as 
extra premia added to the discount factor (the cost of capital) used to calculate the present 
value of future cash flows, a procedure used extensively by firms to evaluate the potential 
profitability of future investment projects. 

However, certain studies document the invalidation of a simple association between risk and 
return, as the CAPM predicts (Lakonishok and Shapiro, 1986). Moreover, Fama and French 
(1993) denote that more factors than firm’s fundamentals and market risk could be 
responsible for determining a firm’s financial aggregates, such as stock returns. Swanson et 
al. (2001) indicate that firm’s fundamental signals provide value relevant information about 
the effects of certain macroeconomic variables on the market’s expectation about changes in 
future cash flows and stock prices. Al-Qenae et al. (2002) investigate the effect of earnings 
and certain macroeconomic variables on stock prices for the Kuwait stock market. Their 
findings show that there exists a significant relationship between stock prices and earnings as 
well as macroeconomic variables, such as inflation and interest rates. By contrast, Johnson et 
al. (2000) do not find any relation between stock prices in 25 emerging economies and the 
extent of certain macroeconomic variables.  
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The absence of a simple association as it is predicted by the CAPM turns stronger for the case 
of emerging markets, which are less efficient and less liquid vis-à-vis the developed markets. 
Harvey (1995) shows that such markets are characterized by low betas, which make the 
evidence predicted by the CAPM less valid while the simple CAPM model should 
incorporate country risk ratings as an additional explanatory variable in determining expected 
returns. Within a different strand of the investigation Bekaert and Harvey (2000) and 
Sokalska (2001) argue that it is the local macroeconomic environment that seems to be more 
important in determining stock price movements. 

1.2 Macroeconomic Conditions and Capital Markets 

The Arbitrage Pricing Theory (APT), as it was introduced by Ross (1976), initiated the use of 
variables that are associated with the macroeconomic environment of the firm. Chen et al. 
(1986) express the equity returns as a function of macroeconomic variables within their 
‘Macroeconomic Factor Model’. They conclude that stock returns are affected by certain 
macroeconomic variables mainly through the variables of the discount rate and expected 
dividends. The majority of relevant studies investigate the association between financial 
aggregates and macroeconomic variables for the U.S. (Clare and Thomas, 1994; Gjerde and 
Saettem, 1999; Flannery and Protopapadakis, 2002). Other studies pursue a similar 
investigation for the economies of East Asia (Bailey and Chang, 1996; Ibrahim and Aziz, 
2003), while a third group of studies investigate the issue for groups of countries. Within this 
part of the literature, Bilson et al. (2001) suggest that consumer prices and real economic 
activity are not capable of explaining stock returns in a group of emerging economies, while 
exchange rates and money supply can do the job. Moreover, Wongbangpo and Sharma (2002) 
investigate the relevance of the macroeconomic environment in explaining stock returns for 
five ASEAN economies, while Rapach (2002) argues that inflation does not seem to be a 
significant variable in explaining stock price movements. Their results display that stock 
prices are positively related to output growth, which seems to be the sole macroeconomic 
variables that seems to be important. Tsoukalas (2003) finds a strong relationship between 
stock prices and the macroeconomic environment of firms listed on the Cypriot stock market. 
Chaudhuri and Smiles (2004) provide empirical support about a strong long-run relationship 
between stock prices and real macroeconomic activity, as it is described by real income, real 
private consumption and real oil prices for the Australian stock market while Hammoudeh 
and Aleisa (2004) show that the primary determinants of stock prices are inflation and 
variables associated with public finance. In general, the findings of the majority of the above 
studies have generated mixed results, depending not only on the set of macroeconomic 
variables used, but also on the methodological approach followed. 

The primary goal of this study is to explore the role of macroeconomic factors in explaining 
the cost of equity capital for a group of emerging countries. Such economies usually attract 
the international investor’s interest, while they are usually characterized by capital markets 
that offer very high returns, associated, however, with very high volatility of returns. The 
novelty of the study is that it uses a sample of countries never examined before in the relevant 
literature while it makes use of the GMM estimator methodology, suggested in Arellano and 
Bond (1991). The results of our study are expected to contribute to enrich the present 
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literature and add significant value to investors, market practitioners as well as regulators. In 
particular, portfolio managers and investors are expected to find results useful for 
determining the future behavior and performance of the firms’ cost of capital, for identifying 
investment approaches, pursuing available investment opportunities, and reducing the 
likelihood of high value losses in the market. In addition, market regulators are expected to 
find the results useful in avoiding any unexpected catastrophes, controlling market strategies 
and assessing the degree to which the stock market may need to be reformed. 

2. Data and Methodological Approaches 

2.1 Data 

The study makes use of quarterly data for a group of countries spanning the period 
1990-2009. The data set includes stock market prices, proxied by the country’s capital market 
index, while a number of manufacturing firms were used from each country along with their 
stock prices. Data was obtained from Bloomberg. The Appendix provides information about 
the countries used along with the number of firms from each country from which those stock 
prices were obtained. The data set also consists of macroeconomic factors. The 
macroeconomic variables set includes certain important macroeconomic factors, such as the 
production capacity of the economy as it is proxied by GDP (Y)-since the variable affects the 
value of firm’s cash flows, the consumer price index (P)-since the variable directly affects the 
nominal value of cash flows, the liquidity in the economy as it is proxied by the M1 (M) 
definition of money supply, the effective exchange rate (E), the short-term interest rate (R), 
the trade deficit (TR), as it is defined by the difference between exports and imports as a 
percentage of the country’s GDP and the government deficit (DEF), as a percentage of the 
country’s GDP. Data on macroeconomic fundamentals was obtained from the IMF’s 
International Financial Statistics (IFS) database. Only non-financial firms listed on stock 
exchanges are involved. The reason is that financial firms have, on average, higher leverage 
(Fama and French, 1995).  

2.2 Methodological Approach 

The focus of the empirical analysis is the impact of certain macroeconomic variables on 
excess stock returns. Our benchmark model planned to be tested in this study is an extension 
of the standard CAPM mode, expressed as: 

rit – rtf = b0 + b1 (rt
m – rt

f) + b2 Δr1t + b3 Δr2t + .... + bk Δrkt + uit 

where Ni ,...,1 for each firm in the ith country in the panel, Tt ,...,1 refers to the time 

period, rit is the variable of stock returns for the stock i, rt
f is the risk-free rater, rt

m is the local 
index return, while the rkt denote factors, such as the macroeconomic variables. Finally, Δ 
denotes first differences and u’s are random variables, i.e. white noises with N(0, σ2).  The 
parameter b1 is expected to be positive. The model has been estimated using the GMM 
estimator, suggested by Arellano and Bond (1991), while only statistically significant lags are 
used in the estimation.  
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3. Empirical Results 

3.1 Panel Unit Root Tests 

At the outset, the statistical properties of all the variables under investigation are examined by 
testing for the presence of unit roots. There are a variety of panel unit root tests, which 
include Maddala and Wu (1999), Hadri (2000), Levin et al. (LLC, 2002), Im et al. (IPS, 
2003), and Carrion-i-Silvestre et al. (2005), among others. Consider the following 
autoregressive specification: 

ititiitiit Xyy   1                       (1) 

where Ni ,...,1  for each firm in the panel; Tt ,...,1 refers to the time period; itX  

represents the exogenous variables in the model, including fixed effects or individual time 

trend; i  are the autoregressive coefficients; and it  are the stationary error terms. If 

1i , ity  is considered weakly trend stationary, whereas if 1i , then ity  contains a 

unit root.  The Hadri (2000) and Levin et al. (2002) panel unit root tests assume that the 

error terms, it , are independently and normally distributed random variables for all si'  and 

st'  with mean zero and constant variance. This assumption implies that the coefficient of 

1ity  is homogeneous across all cross-section units of the panel and individual processes are 

cross-sectionally independent. In the case of dynamic panel data models, the recognition of 
parameter heterogeneity is important to avoid potential biases, which could emerge due to an 
improper specification. 

- In light of parameter heterogeneity, the IPS panel unit root test is utilized which allows for 
heterogeneous autoregressive coefficients. Such heterogeneity could occur due to the 
different economic conditions and stages of economic development in each country. Im et al. 
(2003) suggest averaging the augmented Dickey-Fuller (ADF) unit root tests, while allowing 

for different orders of serial correlation, itjit

p

j ijit ui   
1

. Substitution of this expression 

into (1) yields: 

ititijit

p

j ijitiit Xyy i     11                (2) 

where ip  represents the number of lags in the ADF regression.  The null hypothesis is that 

each series in the panel contains a unit root ( )1:0 iiH  . The alternative hypothesis is 
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that at least one of the individual series in the panel is stationary ( )1:0 iH  . Im et al. 

(2003) specify a bart  statistic as the average of the individual ADF statistics as follows: 

 


N

i i
t

N
bart

1

1
  

where 
i

t  is the individual t-statistic for testing iiH  1:0   from (2). The bart  statistic 

is normally distributed under the null hypothesis, with the critical values for given values of 
N and T provided by Im et al. (2003).  

- The LLC test allows heterogeneity of individual deterministic effects and heterogeneous 
serial correlation structure of the error terms assuming homogeneous first order 
autoregressive parameters. They also assume that both N and T tend to infinity but T 
increases at a faster rate, such that N/T→0. Thus, a procedure is developed that uses 
t-statistics of the estimator to evaluate the hypothesis that each individual time series contains 
a unit root against the alternative hypothesis that each time series is stationary. The test also 
makes use of the ADF regression methodology, with the ADF regression defined as: 

                                         pi 

Δyit = αi + γi yi,t-1 + ΣbijΔyi,t-j + εit              (3) 
                                            j=1   

Moreover, the test implements a separate ADF regression for each country where the lag 
order is permitted to vary across individual countries. The appropriate lag order is chosen by 
allowing the maximum lag order and then uses the t-statistic for the coefficients of the lag 
terms to determine if a smaller lag order is preferred. Next, it runs two separate regressions, 
such as: 

pi 

Δyit = ai + ΣbijΔyi,t-j + eit              (4) 
      j=1 

and 

                                                      pi 

yi,t-1 = ai + ΣbijΔyi,t-j + vi,t-j             (5) 
                                            j=1 

and we save the residuals (eit and vi,t-j). We divide the saved residuals by the regression 
standard error of the regression for normalization purposes and, next, we run the regression: 

eit = ρ vi,t-j + εit               (6) 

with the null hypothesis being H0: ρ1 = ... = ρn = ρ = 0 and the alternative hypothesis H1: γ1 
= .. = γn = γ < 0 for all i. LLC show that the asymptotic properties of the regression estimators 
are a mixture of properties derived for stationary panel data and properties derived in unit 
roots testing. This test seems to have certain limitations, such as that it depends seriously 
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upon the independence assumption across individual regressions and hence not applicable if 
cross sectional correlation is present. In addition, a limitation is associated with the fact that 
the autoregressive parameters are considered identical across the panel regressions (see the 
above null hypothesis). However, this null hypothesis makes sense under some cases. As 
Maddala and Wu (1999) point out, the alternative hypothesis is too strong to be valid in any 
empirical case. 

- Maddala and Wu (1999) offer a strategy that seems to overcome the limitations of both LLC 
and Im et al. tests. They suggest a non-parametric Fisher-type test, which is based on a 
combination of the p-values of the t-statistics for a unit root in each cross-sectional unit (the 
ADF test). The testing approach has the advantage of allowing for as much heterogeneity 
across units as possible. Under the hypothesis that the test statistics are continuous, the 
significance of p-values is independent in a uniform manner, e.g. they uniform (0,1) variables 
and -2logp has a chi-squared distribution with two degrees of freedom. Using the additive 
property of the chi-squared variables, the statistic: 

      N 

λ = - 2 Σ log(pi) is constructed, which has a chi-squared distribution with 2N degrees  
      i=1 

of freedom. The advantage of this test is that it does not require an infinite number of groups 
to be valid, so we do not have to assume that all groups must have the same type of 
non-stochastic components. In addition, T is not necessarily assumed to be the same for all 
the cross-section units, its critical values are not sensitive to the choice of lag lengths in the 
ADF regressions, and finally, it does not have to assume that none of the groups have a unit 
root under the alternative hypothesis. 

- The Hadri (2000) Lagrange Multiplier (LM) test is closely related to that of the 
Carrion-i-Silvestre et al. (2005) test. It has the advantage of combining both stationary and 
non-stationary variables and permits a formulation for a residual-based LM test of stationarity. 
Hadri adopts the following representation: 

yit = zit’γ + rit + εit                (7) 

where zit is the deterministic component, rit is a random walk process defined as rit = ri,t-1 + uit, 
with uit→iid(0, σu

2) and εit is a stationary process. The null hypothesis of trend stationarity 
corresponds to the hypothesis that the variance of the random walk is zero. The yit process 
from above can be written as yit = zit’ γ + eit, where: 
                                   T 

eit = Σuij + εit                  (8) 
                                   j=1 

The residuals from the above regression (eit) are obtained. This time the statistic can be 
written as: 
          N  T 

LM = 1/N Σ (ΣSit
2/T2/σε

2)               (9) 
          i=1  t=1 
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where σε
2 is the consistent Newey and West (1987) estimate of the long-run variance of 

residuals, while Sit is defined as above. The LM statistic is consistent and has an asymptotic 
normal distribution as both T and N→. The main advantage of this test is that the moments 
of the asymptotic distribution are exactly derived, while the disturbance terms can be 
heteroskedastic across i. Finally, it is also possible to allow for serial dependence substituting 
the assumption that the errors εit are i.i.d. normally distributed over t with the assumption that 
they satisfy the strong mixing regularity conditions of Phillips and Perron (1988). In this case 
we replace σε

2 by the long-run variance, defined as: 

N 

σ2 = 1/N Σ  limT-1 (SiT
2)        (10) 

i=1  T→ 

A consistent estimator of the above variance is obtained using again the estimators provided 
by Newey and West (1994). 

The results in Table 1 point out that the hypothesis that all the macroeconomic variables under 
study contain a unit root, is accepted at the 1% significant level in all tests, suggesting that 
these variables are I(1). By contrast, excess returns for individual stocks as well as for market 
indexes are shown to be I(0) variables.  

Table 1. Panel unit root tests 

IPS Panel Unit Root Tests 

Variables  Without Trend     With Trend 

y         -2.11(3)        -2.28(3) 

Δy         -5.30(1)*        -5.66(2)* 

m         -1.09(2)        -1.36(2) 

Δm         -4.93(2)*        -5.18(2)* 

fdef         -1.71(2)        -1.94(2) 

Δfdef     -4.83(1)*        -4.97(1)* 

p         -1.83(3)        -1.94(3) 

Δp         -5.48(1)*        -5.82(1)* 

def         -2.13(2)        -2.34(2) 

Δdef     -5.21(1)*        -5.74(1)* 

ri-r
f         -7.71(2)*        -7.84(2)* 

rt
m – rt

f                   -6.58(2)*         -6.82(1)* 

LLC Panel Unit Root Tests 

Variables    With Trend 

y         -2.03        

Δy         -5.28*        

m         -1.14        

Δm         -4.84*         

fdef         -1.55         
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Δfdef     -4.94*         

p         -1.62         

Δp         -5.27*         

def         -2.19         

Δdef     -5.38*         

ri-r
f         -6.42*         

rt
m – rt

f             -6.94* 

Handri (hom) Panel Unit Root Tests 

Variables  With Trend 

y         22.03*        

Δy          1.09        

m         15.24*        

Δm          1.14         

fdef         16.55*         

Δfdef      1.44         

p         17.62*         

Δp          1.18         

def         22.19*         

Δdef      1.34         

ri-r
f          1.37         

rt
m – rt

f             1.23 

Handri (het) Panel Unit Root Tests 

Variables  With Trend 

y         20.32*        

Δy          1.14        

m         13.22*        

Δm          1.07         

fdef         12.73*         

Δfdef      1.39         

p         14.02*         

Δp          1.25         

def         18.14*        

Δdef      1.27         

ri-r
f          1.41 

rt
m – rt

f              1.37 

Fisher-ADF 

Variables   

y        20.45        

Δy       104.46*        
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m         17.83        

Δm         98.77*         

fdef         18.51         

Δfdef        92.34*         

p         17.63         

Δp        112.52*         

def         19.75         

Δdef    108.75*         

ri-r
f        112.57*         

rt
m – rt

f            108.47* 

Fisher-PP 

Variables   

y          24.58        

Δy         117.17*        

m          19.72        

Δm          99.93*         

fdef          21.56         

Δfdef      97.88*         

p          19.59         

Δp         119.69*         

Def          24.17         

Δdef     129.82*         

ri-r
f         116.55* 

rt
m – rt

f             113.07* 

Numbers in parentheses are the augmented lags included in the unit root test, while Δ denotes 
first differences. * denotes statistical significance at 1% 

3.2 Dynamic Heterogeneity 

An issue that it is of major concern is the heterogeneity of the firms included in this data set. In 
particular, through time and across countries, the effect of accounting information on stock 
returns was investigated. In the statistical framework of this study we first test for 
heterogeneity and then by controlling for it through appropriate techniques (Holtz-Eakin, 1986; 
Holtz et al., 1985). The dynamic heterogeneity, i.e. variation of the intercept over countries and 
time, across a cross-section of the relevant variables can be investigated as follows: In the first 
step, an ADF(n) equation for each relationship in the panel is estimated; then, the hypothesis of 
whether regression parameters are equal across these equations is tested. Next, a similar test of 
parameter equality is performed by estimating a n-order autoregressive model for each of the 
relationships under investigation. Standard Chow-type F tests under the null of parameter 
equality across all relationships are also performed. Heterogeneity in cross-sectional 
parameters is indicated if the results reject the null hypothesis. Finally, homogeneity error 
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variance across groups is also examined as another measure of dynamic heterogeneity. White's 
tests for group-wise heteroscedasticity are employed to serve this objective. The results of this 
procedure are reported in Table 2. The empirical findings indicate that the relationship under 
consideration is characterized by heterogeneity of dynamics and error variance across groups, 
supporting the employment of panel analysis.  

Table 2. Tests of dynamic heterogeneity across groups 

Specification  ADF(3)  AR(3)   White’s Test 

       28.16*  38.92*      68.37* 

ADF(3) reports the parameter equality test (F-test) across all relationships in the panel. AR(3) 
displays the F-test of parameter equality conducted in a third-order autoregressive model of 
the relationships. White’s test reports the White’s test of equality of variances across the 
investigated relationships in the panel. Δ denotes first differences. * denotes statistical 
significance at 1%.    

3.3 GMM Results 

The results concerning the GMM estimations are summarized in Table 3. The GMM 
estimator, suggested by Arellano and Bond (1991), ensures both efficiency and consistency 
since all slope coefficients are estimated simultaneously. The Sargan test ensures the validity 
of instruments used. In our model the coefficients are shown to have the expected theoretical 
signs and they are statistically significant at the 1 percent significance level. The empirical 
findings seem to lead us to the following observations: 

► The empirical evidence with respect to the impact of inflation on stock prices is 
inconclusive. In particular, Chen et al. (1986), Flannery and Protopapadakis (2002) and 
Wongbangpo and Sharma (2002) argue that inflation is negatively associated with stock 
returns. In the same framework, Maysami and Koh (2000) argue that higher inflation usually 
leads to upcoming tighter economic policies that are expected to have a negative impact on 
financial aggregates. By contrast, according to Clare and Thomas (1994) and Ibrahim and 
Aziz (2003), this association turns out to be positive, which is probably explained by the 
inadequacy of the hedging role of stocks against inflation. Our results indicate that inflation is 
a factor that has a positive impact on excess stock returns in our emerging economies sample. 

► Evidence in the literature displays that there is a positive association between output and 
stock returns (Park, 1997). This association is mainly due to the reaction of stock market 
participants to macroeconomic variables tight to higher (lower) output, such as high (low) 
employment, which in turn, are positively related to earnings and future business conditions. 
Hassapis and Kalyvitis (2002) also show that there exists a positive association between stock 
returns and future growth, which is probably due to the link between anticipated economic 
growth and the current price of capital. Our empirical findings confirm the above arguments 
by reporting a positive association between income and excess stock returns. 
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► Mukherjee and Naka (1995) and Cheung and Ng (1998) report a positive association 
between money supply and stock prices, on the grounds that money supply changes have a 
positive impact on real economic activities variables. Gan et al. (2006) also display that 
opportunity costs of holding cash rise with higher interest rates and the trade-off and the 
trade-off to holding other interest-bearing assets would lead to lower share prices. Our 
empirical findings are consistent with these arguments by reaching a positive relationship 
between excess stock returns and money supply. 

► In terms now of budget deficits, the relationship between stock prices and such deficits is 
important, because large deficits tend to undermine investor’s confidence through the 
inability of firms to raise capital on favorable terms. At the same time, large budget deficits 
affect stock prices through their impact on inflation as well as through expected future taxes 
and rising interest rates. Bulmash and Trivoli (1991) find a positive association between those 
deficits and stock returns. Adrangi and Allender (1998) provide evidence that a negative 
association between stock returns and budget deficits in many countries is documented. The 
empirical results of this study reveal a positive association between government deficits and 
excess stock returns, implying that in emerging economies these deficits act as a boost-up 
mechanism for the economy, thus, leading to higher stock returns. 

► The current literature on the link between stock prices and the trade account deficit is 
small. Very few authors discuss the association between stock price shocks and global 
imbalances, such as Fratzscher et al. (2007), Barnett and Straub (2008) and Fretzscher and 
Straub (2009). The literature generates mixed results across countries. In our case, the 
association turns out to be positive, probably indicating that the presence of a trade deficit is 
expected to depreciate the domestic currency, thus, leading to higher exports and higher 
growth. 

► The relationship between stock returns and interest rates is negative, a piece of evidence 
supported by Chen (1991), Gjerde and Saettem (1999) and Maysami and Koh (2000). This 
negative association implies that interest rates represent not only the opportunity cost of 
investments in the stock exchange market, but also the higher borrowing cost from the 
banking sector, considering that our economies under study belong in a bank-based 
borrowing system. 

► The constant terms turns out to be statistically insignificant, implying that by introducing 
the macroeconomic factors in the CAPM model keeps pricing errors very low. 

► Finally, the local indices are shown to be statistically insignificant, indicating that this 
factor as well is capable of explaining some of the volatility of stock returns. 
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Table 3. GMM results 

Dependent Variable       Coefficient         t-statistic 

b0       0.047   1.12 

b1       0.026   4.59* 

b2       0.326   4.71* 

b3       0.178   4.82* 

b4       0.306   5.94* 

b5       0.247   8.05* 

b6       0.426   5.24* 

b7         -0.142   5.48* 

 

R-squared 0.71 

Sargan test 0.917 

* denotes statistical significance at 1%. 

4. Conclusions and Implications 

Our study investigated the relationship between excess stock returns and the macroeconomic 

environment for a sample of emerging economies. The empirical results recommend that 

potential investors should pay attention to information emerging from the macroeconomic 

environment. Our empirical findings have important implications for the association between 

the macroeconomic environment, the cost of capital and the capital budgeting process. In 

particular, the macroeconomic environment seems to be a crucial factor for capital budgeting. 

In calculating discount rates (the cost of capital) firms tend to incorporate the risks associated 

with macroeconomics to this discounting factor, an approach that will affect investment 

project strategic evaluation decisions. This also indicates that practitioners might not even 

apply the CAPM rule to evaluate their investments and to estimate their equity cost, implying 

that financial theory may have to reconsider and reevaluate the assumptions and implications 

of mainstream theories in capital budgeting and, thus, have to turn to alternative evaluation 

methods, such as the payback method. 

In addition, the monetary authorities should also benefit from the empirical findings of this 

study, especially those that implement an inflation-targeting based monetary policy, 

considering the close tights of the stock market with the macroeconomic environment. A 

future research agenda could use an expanded set of macroeconomic variables, which might 

provide alternative information contents about their impact on stock returns.  
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Appendix 

Countries  Number of firms 

Argentina   175 

Brazil    284 

Chile    128 

Czech    235 

Egypt     42 

India    570 

Indonesia   355 

Israel    140 

Malaysia    367 

Mexico    322 

Pakistan     60 

Peru      55 

Philippines   110 

Thailand    158 

South Africa   140 

Venezuela    85 

 


