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Abstract 

The engagement of artificial intelligence (AI) has been presented as one of relentless and 

uniform progress reshaping management practices and employee relations across the globe. 

Or so the narrative goes. This paper argues that the adoption of AI-driven management and 

surveillance tools is not a culturally neutral phenomenon but contains differences as 

understood whether in an Eastern or Western context. Through a synthesis of existing 

literature, this analysis examines this divide by focusing on algorithmic management and 

workplace surveillance. Western contexts, prioritizing individual autonomy, tend to view 

algorithmic surveillance with precaution, framing it as an infringement on rights. Many 

Eastern contexts that emphasize collective harmony and national goals would demonstrate a 

higher degree of acceptance of these tools as instruments for efficiency and social order. This 

dichotomy is examined further through an analysis of China's Corporate Social Credit System 

as an apotheosis of the state-driven, collectivist model. The paper then provides a 

comparative analysis of worker pushback, and how responses to algorithmic control are 

themselves culturally coded. The paper concludes that a one-size-fits-all approach to the 

deployment of workplace AI is untenable, and discusses a few implications for multinational 

corporations, global AI ethics, and the future of labor rights. 

Keywords: algorithmic management, workplace surveillance, individualism vs. collectivism, 

corporate social credit system 
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1. Introduction 

Artificial intelligence is no longer the stuff of speculative science-fiction but a palpable force 

in the contemporary workplace (Antulov-Fantulin & Kolm, 2023). Across industries, 

AI-driven systems are deployed to either optimize workflows or manage resources on an 

unprecedented scale (Chen, 2024; Wang, 2023). A notable manifestation of this is 

algorithm-based automated management, where programmed procedures do not only 

coordinate labor, assign tasks and evaluate performance absent any human intervention, but 

participate in imposing corporate and individual sanctions (Baiocco et al., 2022; Kellogg et 

al., 2020; Curchod et al., 2020). Once a phenomenon within the gig economy, these practices 

now extend into traditional workplaces, accelerated by remote work becoming more and 

more common in such settings (Baiocco et al., 2022; Craig, 2024). 

This technological diffusion, however, strongly diverges in different cultural contexts. To 

describe these AI tools as culturally neutral artifacts, equally applicable across all societies, is 

not a serious or scholarly attempt at understanding their adoption as it really exists. The 

development and reception of AI are deeply embedded in pre-existing cultural values and 

political structures (Kasirzadeh & Gabriel, 2023; Miyake, 2017; Stanford HAI, 2024). Failure 

to account for these contexts can lead to stronger employee resistance, a perpetuation of 

cultural biases, and a sense of Luddite-esque "AI-phobia" that undermines the technology's 

potential, instead of having culturally responsive and ethical approaches to it (Eguchi et al., 

2021). 

How, then, should one characterize the kind of international perceptions on AI as they 

currently exist within the current global economic order? This paper advances the thesis that 

the global adoption of AI-driven workplace surveillance reveals an essential distinction 

between Eastern and Western cultural attitudes, that is often explained through the lens of 

individualism versus collectivism (Hofstede, 1984). This dichotomy manifests in divergent 

perceptions of privacy and control, producing distinct governance models and culturally 

specific forms of worker resistance (Brauner et al., 2024). The common cliché goes as such: 

Western societies, with their traditions of individual rights, often approach AI with precaution. 

Meanwhile, many Eastern societies that are influenced by collectivist values, exhibit a more 

noticeable techno-optimism (Jecker & Nakazawa, 2022; Pew Research Center, 2020; Ipsos, 

2023). 

To explore this thesis, this paper focuses on the specific and often controversial concept of 

algorithmic management and its associated tools of workplace surveillance, pejoratively 

referred to as "bossware" or "tattleware" by some (Oravec, 2023; Ajunwa, 2023). This 

domain has become both a fertile ground for B2B workplace surveillance products and 

battlegrounds for ethical queries and concerns (Flowace.ai, n.d.; West & Bowman, 2016).  

Methodologically, in order to construct a coherent framework, this paper will integrate and 

synthesize existing literature that draws mainly from academic sources, complemented by 

surveys, industry reports, and governmental/regional policy documents. It is worth noting that 

this study relies on secondary sources and as such, its primary contribution is theoretical 

synthesis rather than the production of new empirical data. The East-West dichotomy in this 
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case is framed through the lens of individualism versus collectivism as a heuristic device. As 

a result, the purpose is not to offer an exhaustive cultural explanation nor an essentialist one 

that brushes over nuances, but to rather dispel the commonly held notion of a universal, 

culturally-neutral movement toward technological adaptation, and to structure a comparative 

analysis of the actual reality of emerging divergent approaches. 

The methodology involved a synthesis of academic sources ranging from research articles, 

reports to books, governmental and non-governmental organization (NGO) surveys reports, 

industry publications from reputable institutions, as well as certain news reports of latest 

relevant trends and topics. The criteria for inclusion focused on sources that directly address 

or are useful in culturally framing the adoption of and attitude towards AI, workplace 

surveillance, and algorithmic management. While this approach allows for a broad synthesis 

of the current state of knowledge, the author acknowledges its limitations. For example, the 

conclusions are derived from existing data and analysis, and would be further strengthened by 

future research involving original empirical data, via conducting direct interviews and 

surveys, and collecting data from workers across different cultural contexts. 

The analysis will proceed in four parts. Section 2 establishes the theoretical framework on the 

cultural foundations of AI perception. Section 3 applies this framework to the algorithmized 

workplace to provide a comparative analysis and a case study of China's Corporate Social 

Credit System. Section 4 examines difference modes of worker resistance along cultural lines. 

Finally, Section 5 synthesizes the findings and discusses their implications for multinational 

corporations, global AI governance, and the future of labor rights. 

2. Cultural Foundations of AI Perception 

The global discourse surrounding artificial intelligence is more or less fractured along 

cultural fault lines (Brauner et al., 2025). Anxieties and ethical priorities that shape attitudes 

toward AI vary significantly between Western and Eastern societies (Frimpong, 2024). This 

section establishes the foundational problem of these divergent worldviews, arguing they are 

rooted in the distinction between the oft-cited trope of individualism vs. collectivism.  

And although this binary is often overused and misused with potential for oversimplifying 

complex social realities, for the purpose of the paper, it provides the necessary context for 

understanding the tensions that arise when AI is deployed in the workplace. This paper 

employs it not as a definitive or essentialist explanation, but as a guiding heuristic framework. 

As mentioned above, it seeks to challenge the prevailing notion of universal and neutral AI 

and technological adoption, and the framework allows us to organize and understand the 

well-documented bifurcations in attitudes and policies between many Eastern and Western 

contexts, which persist regardless of other socio-political variables. 

2.1 Western Attitudes of Individualism and Privacy 

In Europe and North America, the conversation around AI is one often wrapped in a 

precautionary approach (Jecker & Nakazawa, 2022; Sapp et al., 2021). Public and regulatory 

concerns center on AI's potential to erode individual privacy or how it can introduce mass 

surveillance, on top of the existing concerns around the misuse of personal data (Carnegie 
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Endowment for International Peace, 2024).    

At its core, this attitude is rooted in individualism, a cultural orientation that prioritizes 

personal autonomy and self-interest (Hofstede, 1984; Oyserman et al., 2002; Triandis, 1995). 

Within this framework, the "self" is an independent agent whose goal is to exert control over 

the environment (Stanford HAI, 2024). This worldview leads to a higher demand for control 

over technology and a lower tolerance for intrusive systems (Jecker & Nakazawa, 2022; 

Stanford HAI, 2024). As a result, there is a cultural preference for "internalist" explanations 

of behavior, which attribute actions to an agent's internal beliefs and desires (Carman & 

Peters, 2024).    

This cultural orientation is reflected in the various forms of governance. Western nations, 

particularly those in the EU, have pioneered "rights-driven" models like the GDPR and the AI 

Act (European Parliament, 2024; Swain & Malik, 2023). These frameworks explicitly seek to 

protect the fundamental rights of the individual by placing strict limits on how AI systems 

can be deployed (Ajunwa, 2023). This approach demonstrates a willingness in Europe to 

slow innovation as a necessary trade-off for safeguarding liberties (Access Partnership, 2023; 

Carnegie Endowment for International Peace, 2024). 

2.2 The Techno-Optimism of the East 

In contrast, the prevailing attitude toward AI in many Eastern societies is one of 

techno-optimism (AI Index Steering Committee, 2024; Jecker & Nakazawa, 2022). Public 

perception is significantly more positive, with majorities in countries like China, Indonesia, 

Thailand, India, etc. viewing AI's development as more beneficial than harmful (Pew 

Research Center, 2020; Ipsos, 2023). By and large, Asian countries do not view AI as a threat 

to individual rights but as a catalyst for economic growth, development, and a very crucial 

tool for achieving national interests (Sapp et al., 2021). 

This perspective is grounded in collectivist values, emphasizing group cohesion and the 

primacy of the common good (Hofstede, 1984; Oyserman et al., 2002; Triandis, 1995). For 

countries operating within this model, the boundaries between the self and the social 

environment are more permeable (Nguyen & Trinh, 2025). Technology is thus assessed on its 

ability on how well it can enhance group collaboration, which by extension serves the greater 

good (Oyserman et al., 2002). Philosophical traditions like Confucianism, with emphasis on 

duty, respect for authority and hierarchy, contribute to a greater cultural acceptance of 

intervention by higher authorities (Nguyen & Trinh, 2025; Mantello et al., 2021). This 

context leads to less public anxiety regarding individual privacy. 

This worldview translates into "state-driven" and "collaborative" governance models. The 

most prominent example is China, where AI is leveraged to augment national strength, with 

individual privacy concerns often subordinated to state objectives (Access Partnership, 2023; 

Canadian Security Intelligence Service, 2020). Japan offers a different but still collectivist 

approach of collaborative governance to promote human-centric AI that aligns with societal 

goals (Access Partnership, 2023; Jecker & Nakazawa, 2022).    

The seeming discord between these worldviews has several significant implications. For 
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instance, "Explainable AI" (XAI) contains a hidden cultural bias. Current XAI development, 

predominantly Western-led, produces "internalist" explanations that anthropomorphize AI 

(e.g., "The classifier thinks you have flu") (Carman & Peters, 2024). This is often associated 

with the individualistic preference for understanding agency through internal states. However, 

this may be perceived as less trustworthy in collectivist cultures that prefer "externalist" 

explanations based on objective rules (e.g., "Based on…diagnostic inclusion criteria, the 

classifier produces the output that you have 'flu'") (Carman & Peters, 2024). A system 

deemed "transparent" in the West could be seen as deceptive in the East, creating a barrier to 

“global” AI ethics.    

3. How Cultural Values Drive the Algorithms of the Workplace 

When abstract principles of so-called individualism and collectivism meet the realities of the 

modern workplace, the application of AI-driven management tools also diverges. The 

algorithmic workplace has become an experiment where these values manifest, which have 

led to different approaches to control and privacy, as well as the traditional 

employer-employee relationship. 

3.1 Algorithmic Management and "Bossware" 

Algorithmic management can be defined as a socio-technical system that utilizes 

computer-programmed procedures to coordinate labor (Baiocco et al., 2022; Kellogg et al., 

2020). This encompasses a series of functions from automated task assignment, real-time 

monitoring, to data-driven performance evaluation and automated feedback (Keegan & 

Meijerink, 2023). The tools enabling this, known derisively as "bossware" or "tattleware," 

range from time-tracking software to invasive systems that can perform keystroke logging, 

capture screenshots, to the use of webcam analysis to infer an employee's emotional state 

(Oravec, 2023; Heim 2024; BioEnable, n.d.).    

From a managerial perspective, the rationale is framed in terms of efficiency: enhancing 

productivity, ensuring compliance, better data security, and risk mitigation (Al-Rjoub et al., 

2008; Vij & Gil-Garcia, 2012). However, the contextual implementation of these tools is 

where cultural interpretations take hold. 

3.2 Western Perceptions of Automated Management as “Panopticon” 

By placing "individual dignity" at the heart of Western attitudes, one can reveal some of the 

peculiarities of the West's relationship with algorithmic surveillance (Moore, 2020). The 

constant and automated monitoring of employee activity is often seen as an affront to privacy 

and personal autonomy. Research shows that excessive monitoring is correlated with a 

breakdown of trust, with over half of workers believing it reduces trust (Accenture, 2019). 

This practice undermines the sense of personal control valued in individualistic cultures, 

leading to feelings of dehumanization (Baiocco et al., 2022; Oyserman et al., 2002).    

Central to the Western critique of these tools, is the perception of privacy as a fundamental 

right that must be regulated, and not something to be exchanged for employment (Bryan, 

2025). The collection of vast employee data is viewed as a profound intrusion (Zuboff, 2019). 
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This concern is enshrined in legal frameworks like the EU's General Data Protection 

Regulation, or GDPR. The psychological toll of this "automated panopticon" is also 

significant (Mannan & MNor, 2024). Studies link pervasive workplace surveillance to 

increased stress and burnout, particularly for women and minority groups (AFGE, 2024; 

Ajunwa, Crawford, & Schultz, 2017). The feeling of being perpetually watched can stifle 

creativity and inhibit independent thought (Accenture, 2019). 

3.3 A Tool for Order and Performance in the East 

The reception of algorithmic management in many Eastern societies presents a different 

picture. Empirical studies reveal that employees in East Asia are far more likely to express a 

trusting attitude toward AI-enabled surveillance. One study found that while 75% of 

European and North American respondents were worried about being managed by AI, a 

majority of Japanese (64%) and South Korean (56%) respondents professed a trusting attitude 

(Mantello et al., 2021). This is consistent with collectivist values that prioritize group 

performance and social harmony. Within this framework, surveillance may be perceived as a 

neutral mechanism to ensure fair contribution to collective goals (Oyserman et al., 2002; 

Mantello et al., 2021). 

This approach finds its most comprehensive expression in China's Corporate Social Credit 

System (CSCS). The CSCS is considered a sweeping, state-driven initiative of algorithmic 

governance (MERICS, 2021; U.S.-China Economic and Security Review Commission, 2020). 

The system aggregates compliance data from dozens of government agencies into a 

"Corporate Social Credit File" for each company (U.S.-China Economic and Security Review 

Commission, 2020). Companies with poor records are placed on public "blacklists" (U.S. 

Congress, 2019; U.S.-China Economic and Security Review Commission, 2020).    

The consequences are severe. A blacklisted company could face unified punishment, 

including restrictions on market access, ineligibility for government contracts, and occasional 

public shaming (U.S.-China Economic and Security Review Commission, 2020). Perhaps 

most notably, the system extends culpability to individuals. Key personnel can be held 

personally liable for their company's infractions (MERICS, 2021). A company's blacklisting 

can result in personal sanctions for its leadership, such as travel bans and restrictions on 

luxury consumption (U.S.-China Economic and Security Review Commission, 2020; Pebl, 

2023). This creates a powerful incentive for self-policing, self-correcting behaviors that abide 

by national and state-mandated objectives (U.S.-China Economic and Security Review 

Commission, 2020). The CSCS thus appears as the apotheosis of a collectivist, state-driven 

model of algorithmic control.    

The introduction of these tools does not merely reflect pre-existing cultural differences, but 

acts as an amplifier. The technology's core functions are interpreted in opposing ways, which 

drive workplace norms further apart from one region to another. In a Western context, the 

technology is perceived as managerial overreach, prompting a pushback for greater rights. In 

the Eastern context, the same capabilities are embraced as essential infrastructure for social 

order. Multinational corporations are thus caught in the middle of contradictory demands 

(Hunt & McKelvey, 2019). 
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4. A Comparative Analysis of Worker Resistance and Adaptation 

Despite these differences in cultural perception of algorithmic, automated tools, employees 

are not passive recipients of technological change. In both Western and Eastern contexts, 

algorithmic management has been met with a range of responses. However, the forms this 

resistance takes are not universal, as they are equally shaped by the cultural values and 

socio-political realities of their communities. An examination of these strategies reveals that 

worker agency is itself culturally coded. 

4.1 Forms of Pushback in the West 

In the West, resistance to algorithmic surveillance frequently leverages formal channels 

steeped in an individualistic culture valuing rights and due process. The discourse is framed 

in terms of human rights and the legal right to privacy (White House Office of Science and 

Technology Policy, 2022; Bryan, 2025).  

A primary mode of resistance involves public advocacy for stronger legal protections. 

Initiatives like the White House's "Blueprint for an AI Bill of Rights" and the EU's AI Act are 

macro-level attempts to codify limits on employer surveillance (White House Office of 

Science and Technology Policy, 2022; European Parliament, 2024). Organized labor also 

plays a crucial role in negotiating technology deployment, by pushing for agreements that 

restrict invasive monitoring while demanding transparency (Ajunwa, 2023). And at the 

individual level, workers engage in subtle resistance. "Cyberslacking", or using work devices 

for personal use, is often rationalized not as deviance, but as a necessary act of recuperation 

to reclaim personal time in a hyper-monitored environment (Oravec, 2023; Miltsov, 2021). 

Younger workers, in particular, see these small acts as a way to maintain well-being amidst 

rigid managerial control (Miltsov, 2021). In short, the overarching objective of the Western 

form of resistance against algorithms is often the re-establishment of an autonomous 

boundary, to reclaim a private sphere away from the employer's gaze. 

4.2 The Digital “Weapons of the Weak” 

In Eastern contexts, particularly in states like China where formal channels for dissent are 

restricted, worker resistance takes on more covert and adaptive forms (Huang, 2025). Despite 

a lack of formal opposition to state-mandated and corporate enforced use of digital 

technology in China, there exists a significant level of public anxiety, especially in the gig 

and service industry, where workers must learn to operate within the system's logic (Xiao et 

al., 2024). This resistance is often characterized by what James C. Scott (1985) termed the 

"weapons of the weak." 

For example, “gaming the system” is a prevalent form of resistance by picking up on the 

intricacies of algorithmic systems to manipulate them. Ethnographic research on 

food-delivery drivers in China reveals a sophisticated co-evolution of resistance tactics and 

platform counter-measures (Huang, 2025). Drivers develop strategies to "dodge," "leverage," 

or "subvert" the algorithm (Cameron & Rahman, 2021; Huang, 2025). 

Or, in the face of opaque algorithms, workers rely on informal peer networks to develop and 
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share "folk theories" about how the systems work (Zhao, 2025; Xiao et al., 2025). This 

collective sensemaking is a vital survival tool, allowing workers to collaboratively decode the 

"black box" of algorithmic management (Möhlmannn et al., 2022). In China's live-streaming 

sector, intermediary agencies known as Multi-Channel Networks (MCNs) have even 

established the circulation of these folk theories (Zhao, 2025; Xiao et al., 2025). The goal of 

this resistance is typically not a grand challenge to the system's legitimacy but a form of 

inwardly-focused struggle for reclaiming agency in a collectively-enforced system (Lee et al., 

2015).  

The nature of these resistance strategies is a direct reflection of the cultural and political 

systems in which they arise. In the West, the legal infrastructure is built upon individual 

rights and adversarial contestation. It is logical that resistance manifests through formal 

mechanisms designed to change the rules (Roscigno & Hodson, 2004). However, the Chinese 

framework which prioritizes collective stability nullifies outward, formal resistance as a 

high-risk, little-return endeavor (Chen & Sun, 2023). Thus, algorithmic resistance must be 

informal, loose and operate within the system's logic. The goal is not to rewrite the rules, but 

to learn how to play the game better (Zhao, 2025). This reveals a common, deeper connecting 

reality: strategies for worker empowerment effective in one context may be 

counterproductive in another. 

5. Conclusion 

The integration of AI into the workplace is not a uniform process but a complex, culturally 

contingent phenomenon. This analysis has demonstrated that the adoption of AI-driven 

surveillance exposes a profound separation between Eastern and Western contexts, by 

employing the heuristic lens of individualism versus collectivism to structure an argument 

that challenges universalist assumptions and provides explanatory power for these divergent 

trajectories manifesting in reality: the precautionary, rights-focused apprehension in the West 

and the techno-optimistic, state-driven embrace in parts of the East. The algorithmic 

workplace has become a crucible where these worldviews shape everything from technology 

acceptance to worker resistance. 

The findings carry some noteworthy implications for three aspects: multinational 

corporations, global AI governance, and the future of labor rights. 

First, for multinational corporations, the analysis underscores the futility of a 

"one-size-fits-all" approach (Zöll et al., 2024). Deploying standardized monitoring software 

across diverse regions is a strategy destined for failure. A system perceived as a pragmatic 

tool in a collectivist context could trigger a severe backlash in an individualistic one. True 

global competence requires culturally adaptive strategies that move beyond simple translation 

to a nuanced understanding of local values. 

Second, for the architects of global AI governance, this analysis challenges the viability of 

universalist AI ethics. Although the current landscape of AI ethics is heavily skewed toward 

Western precautionary values, the case of XAI demonstrated that principles like fairness and 

transparency are not culturally neutral and what constitutes a "transparent" explanation can 
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differ based on cultural preferences (Carman & Peters, 2024). For global frameworks to be 

effective, they must become more pluralistic, acknowledging that different societies will 

prioritize different values.    

Finally, this analysis speaks to the future of work and labor rights. The deployment of 

algorithmic management has created a new battleground for worker rights. In the West, the 

struggle is to defend long-standing principles of privacy and autonomy. In the East, the 

challenge is to carve out islands of agency within sophisticated, collectively-enforced systems 

of social and corporate control. The diverging paths suggest the future of work may not be a 

single paradigm but a series of distinct, culturally-inflected models (Acemoglu & Restrepo, 

2020). 

To navigate this future, further research is imperative. It must be re-emphasized that as a 

synthesis of secondary literature, this paper provides a macro-level framework intended to 

guide future inquiry; its conclusions would be more persuasive if supported by the kind of 

firsthand evidence that can only be gathered through more fine-grained, methodical and 

comparative empirical studies, in order to move beyond broad and simplistic East-West 

dichotomies, such as how different industries and political-economic systems influence or 

mediate these cultural tendencies. Answering these questions is essential for developing 

policies that can harness the efficiencies of AI while nurturing a more equitable and culturally 

intelligent future of work (Susskind & Susskind, 2017).    

Acknowledgments 

Not applicable 

Authors’ contributions 

Not applicable  

Funding 

Not applicable  

Competing interests 

The author declares that they have no known competing financial interests or personal 

relationships that could have appeared to influence the work reported in this paper. 

Informed consent 

Obtained. 

Ethics approval 

The Publication Ethics Committee of the Macrothink Institute.  

The journal’s policies adhere to the Core Practices established by the Committee on 

Publication Ethics (COPE). 

Provenance and peer review 



Journal of Social Science Studies 

ISSN 2329-9150 

2025, Vol. 12, No. 2 

http://jsss.macrothink.org 10 

Not commissioned; externally double-blind peer reviewed. 

Data availability statement 

The data that support the findings of this study are available on request from the 

corresponding author. The data are not publicly available due to privacy or ethical 

restrictions. 

Data sharing statement 

No additional data are available. 

Open access 

This is an open-access article distributed under the terms and conditions of the Creative 

Commons Attribution license (http://creativecommons.org/licenses/by/4.0/). 

Copyrights 

Copyright for this article is retained by the author(s), with first publication rights granted to 

the journal. 

References 

Accenture. (2019). Decoding organizational DNA: Trust, data and unlocking value in the 

digital workplace. Retrieved from  

https://oeservices.oxfordeconomics.com/publication/download/310114 

Access Partnership. (2023, September). From East to West: Regional approaches to AI 

governance. Retrieved from  

https://accesspartnership.com/opinion/from-east-to-west-regional-approaches-to-ai-governan

ce-sep-2023 

Acemoglu, D., & Restrepo, P. (2020). The wrong kind of AI? Artificial intelligence and the 

future of labour demand. Cambridge Journal of Regions, Economy and Society, 13(1), 25-35. 

https://doi.org/10.1093/cjres/rsz022 

AI Index Steering Committee. (2025). Artificial Intelligence Index Report 2025. Stanford 

Institute for Human-Centered Artificial Intelligence. Retrieved from  

https://aiindex.stanford.edu/report 

Ajunwa, I. (2023). The Quantified Worker: Law and Technology in the Modern Workplace. 

Cambridge, England: Cambridge University Press. https://doi.org/10.1017/9781316888681 

Ajunwa, I., Crawford, K., & Schultz, J. (2017). Limitless worker surveillance. California 

Law Review, 105(3), 735-776. https://doi.org/10.15779/Z38BR8MF94 

Al-Rjoub, H., Zabian, A., & Qawasmeh, S. (2008). Electronic Monitoring: The Employees 

Point of view. Journal of Social Sciences, 4(3), 189-195.  

https://doi.org/10.3844/jssp.2008.189.195 

American Federation of Government Employees (AFGE). (2024). Report of the Ad Hoc 



Journal of Social Science Studies 

ISSN 2329-9150 

2025, Vol. 12, No. 2 

http://jsss.macrothink.org 11 

Committee on Artificial Intelligence. Retrieved from  

https://www.afge.org/globalassets/documents/generalreports/2024/ai-report_june6.pdf 

Antulov-Fantulin, N., & Kolm, P. N. (2023). Advances of Machine Learning Approaches for 

Financial Decision Making and Time-Series Analysis: A Panel Discussion. The Journal of 

Financial Data Science, 5(2), 146-155. https://doi.org/10.3905/jfds.2023.1.123 

Baiocco, S., Fernandez-Macías, E., Rani, U., & Pesole, A. (2022). The Algorithmic 

Management of work and its implications in different contexts. International Labour 

Organization. Retrieved from  

https://www.ilo.org/sites/default/files/wcmsp5/groups/public/%40ed_emp/documents/publica

tion/wcms_849220.pdf 

BioEnable. Work from home web monitoring software. Retrieved from  

https://time-attendance.bioenabletech.com/software-solutions/employee-monitoring-software 

Brauner, P., Glawe, F., Liehner, G. L., Vervier, L., & Ziefle, M. (2024). AI perceptions across 

cultures: Similarities and differences in expectations, risks, benefits, tradeoffs, and value in 

Germany and China. Retrieved from https://arxiv.org/html/2412.13841v1 

Brauner, P., Glawe, F., Liehner, G. L., Vervier, L., & Ziefle, M. (2025). Mapping public 

perception of artificial intelligence: Expectations, risk–benefit tradeoffs, and value as 

determinants for societal acceptance. Technological Forecasting and Social Change, 220, 

1-17. https://doi.org/10.1016/j.techfore.2025.124304 

Bryan, I. (2025). AB 1221: Workplace surveillance tools. Assembly Privacy and Consumer 

Protection Committee. Retrieved from  

https://apcp.assembly.ca.gov/system/files/2025-04/ab-1221-bryan-apcp-analysis.pdf 

Cameron, L., & Rahman, H. A. (2021). (Not) seeing like an algorithm: Managerial control 

and worker resistance in the platform economy. Academy of Management Proceedings, 

2021(1). https://doi.org/10.5465/AMBPP.2021.237 

Canadian Security Intelligence Service. (2020). Big data and the Social Credit System: The 

security consequences. Retrieved from  

https://www.canada.ca/en/security-intelligence-service/corporate/publications/china-and-the-

age-of-strategic-rivalry/big-data-and-the-social-credit-system-the-security-consequences.html 

Carman, M., & Peters, U. (2024, April 19). Study shows pro-western cultural bias in the way 

AI decisions are explained. University of the Witwatersrand.  

https://doi.org/10.64628/AAJ.eykjc9myn 

Carnegie Endowment for International Peace. (2024). Envisioning a global regime complex 

to govern artificial intelligence. Retrieved from  

https://carnegieendowment.org/research/2024/03/envisioning-a-global-regime-complex-to-go

vern-artificial-intelligence 

Chen, J. Y., & Sun, P. (2023). Digital labour platforms and national employment policies in 

China: Studying the case of food delivery platforms. International Labour Organization. 



Journal of Social Science Studies 

ISSN 2329-9150 

2025, Vol. 12, No. 2 

http://jsss.macrothink.org 12 

https://doi.org/10.54394/KHET8772 

Chen, V. (2024). AI-driven Hospital Workflow Optimization for Enhanced Patient Care: 

Developing AI-driven solutions to optimize hospital workflows and improve the efficiency of 

patient care delivery. Journal of Deep Learning in Genomic Data Analysis, 4(2), 1-11. 

Retrieved from https://thelifescience.org/index.php/jdlgda/article/view/31 

Craig, L. (2024). Transformational Leadership for a Remote Work Environment – Post 

COVID-19 Pandemic Era. West Chester University Doctoral Projects. Retrieved from  

https://digitalcommons.wcupa.edu/all_doctoral/259 

Curchod, C., Patriotta, G., Cohen, L., & Neysen, N. (2020). Working for an Algorithm: 

Power Asymmetries and Agency in Online Work Settings? Administrative Science Quarterly, 

65(3), 644-676. https://doi.org/10.1177/0001839219867024 

Eguchi, A., Okada, H., & Muto, Y. (2021). Contextualizing AI education for K-12 students to 

enhance their learning of AI literacy through culturally responsive approaches. KI - 

Künstliche Intelligenz, 35, 153-161. https://doi.org/10.1007/s13218-021-00737-3 

European Parliament. (2024, March 13). Artificial Intelligence Act: MEPs adopt landmark 

law. Retrieved from  

https://www.europarl.europa.eu/news/en/press-room/20240308IPR19015/artificial-intelligenc

e-act-meps-adopt-landmark-law 

Flowace.ai. Employee monitoring software for modern workforces. Retrieved from  

https://flowace.ai/employee-monitoring-software 

Frimpong, V. (2024). Cultural and regional influences on global AI apprehension. Qeios. 

https://doi.org/10.32388/YRDGEX 

Heim, A. (2024, January 20). The two faces of AI. TechCrunch.  

https://doi.org/10.12957/childphilo.2024.82578 

Hofstede, G. (1984). Culture's consequences: International differences in work-related values. 

Beverly Hills, CA: SAGE Publications. 

Huang, H. (2025). Weapons of the riders: Everyday algorithmic resistance of migrant 

food-delivery workers in China's gig economy. Journal of Contemporary China.  

https://doi.org/10.1080/10670564.2025.2493883 

Hunt, R., & McKelvey, F. (2019). Algorithmic Regulation in Media and Cultural Policy: A 

Framework to Evaluate Barriers to Accountability. Journal of Information Policy, 9, 307-335. 

https://doi.org/10.5325/jinfopoli.9.2019.0307 

Ipsos. (2023). Global views on AI. Retrieved from  

https://www.ipsos.com/sites/default/files/ct/news/documents/2023-07/Ipsos%20-%20Global

%20Views%20on%20AI%202023%20-%20Press%20Release.pdf 

Jecker, N. S., & Nakazawa, E. (2022). Bridging East-West Differences in Ethics Guidance for 

AI and Robotics. AI, 3(3), 764-777. https://doi.org/10.3390/ai3030045 



Journal of Social Science Studies 

ISSN 2329-9150 

2025, Vol. 12, No. 2 

http://jsss.macrothink.org 13 

Kasirzadeh, A., & Gabriel, I. (2023). In conversation with artificial intelligence: Aligning 

language models with human values. Philosophy & Technology, 36(2), 1-24.  

https://doi.org/10.1007/s13347-023-00606-x 

Keegan, A., & Meijerink, J. (2025). Algorithmic Management in Organizations? From Edge 

Case to Center Stage. Annual Review of Organizational Psychology and Organizational 

Behavior, 12, 395-422. https://doi.org/10.1146/annurev-orgpsych-110622-070928    

Kellogg, K. C., Valentine, M. A., & Christin, A. (2020). Algorithms at work: The new 

contested terrain of control. Academy of Management Annals, 14(1), 1-54.  

https://doi.org/10.5465/annals.2018.0174 

Lee, M. K., Kusbit, D., Metsky, E., & Dabbish, L. (2015). Working with machines: The 

impact of algorithmic and data-driven management on human workers. Proceedings of the 

33rd Annual ACM Conference on Human Factors in Computing Systems, 1603-1612.  

https://doi.org/10.1145/2702123.2702548    

Mannan, M. S., & MNor, R. (2024). An empirical study into the effects of electronic 

monitoring on employees in Bangladesh. International Journal of Academic Research in 

Business and Social Sciences, 14(1), 731-756.  

https://doi.org/10.6007/IJARBSS/v14-i1/20007 

Mantello, P., Ho, M. T., Nguyen, M. H., Vuong, Q. H. (2021). Bosses without a heart: 

socio-demographic and cross-cultural determinants of attitude toward Emotional AI in the 

workplace. AI & Society 38, 97-119 (2023). https://doi.org/10.1007/s00146-021-01290-1 

MERICS. (2021). China's Social Credit System 2021: From fragmentation towards 

integration. Retrieved from  

https://merics.org/en/report/chinas-social-credit-system-2021-fragmentation-towards-integrati

on    

Miltsov, A. (2021). Resistance, recuperation, or deviance? The meaning of personal internet 

use at work. New Technology, Work and Employment, 36(3), 390-408.  

https://doi.org/10.1111/ntwe.12195 

Miyake, Y. (2017). Current Status of Applying Artificial Intelligence in Digital Games. In R. 

Nakatsu, M. Rauterberg, P. Ciancarini (Eds.), Handbook of Digital Games and Entertainment 

Technologies (pp. 253-292). Singapore: Springer Singapore.  

https://doi.org/10.1007/978-981-4560-50-4_70 

Möhlmannn, M., Alves de Lima Salge, C. & Marabelli, M. (2022). Algorithm Sensemaking: 

How Platform Workers Make Sense of Algorithmic Management. Journal of the Association 

for Information Systems, 24(1), 35-64. https://doi.org/10.17705/1jais.00774 

Moore, P. V. (2020). Data subjects, digital surveillance, AI and the future of work. European 

Parliament. Retrieved from  

https://www.europarl.europa.eu/RegData/etudes/STUD/2020/656305/EPRS_STU(2020)6563

05_EN.pdf 



Journal of Social Science Studies 

ISSN 2329-9150 

2025, Vol. 12, No. 2 

http://jsss.macrothink.org 14 

Nguyen, V. T., & Trinh, P. N. (2025). Suffering, Authenticity and Freedom: Comparative 

Perspectives of Buddhist and Heideggerian Conceptions of Human Existence in East-West 

Dialogue. Open Journal of Philosophy, 15(2), 453-467.  

https://doi.org/10.4236/ojpp.2025.152026 

Oravec, J. A. (2023). The shape of workbreaks to come: Reframing cyberslacking with 

bossware and artificial intelligence. Journal of Organizational and End User Computing, 

35(3), 1-17. https://doi.org/10.4018/JOEUC.329596 

Oyserman, D., Coon, H. M., & Kemmelmeier, M. (2002). Rethinking individualism and 

collectivism: Evaluation of theoretical assumptions and meta-analyses. Psychological 

Bulletin, 128(1), 3-72. https://doi.org/10.1037/0033-2909.128.1.3 

Pebl. (2023). The Chinese Social Credit System: What to Know as a Business Owner. 

Retrieved from https://hellopebl.com/resources/blog/chinese-social-credit-system 

Pew Research Center. (2020, September 29). How people around the world view the impact 

of artificial intelligence and job automation. Retrieved from  

https://www.pewresearch.org/science/2020/09/29/science-and-scientists-held-in-high-esteem-

across-global-publics 

Roscigno, V. J., & Hodson, R. (2004). The organizational and social foundations of worker 

resistance. American Sociological Review, 69(1), 14-39.  

https://doi.org/10.1177/000312240406900103 

Sapp, S. G., Dorius, S. F., Bertelson, K. A., & Harper, S. B. (2021). Public support for 

government use of network surveillance: An empirical assessment of public understanding of 

ethics in science administration. Public Understanding of Science, 31(4), 489-506.  

https://doi.org/10.1177/09636625211049531 

Scott, J. C. (1985). Weapons of the Weak: Everyday Forms of Peasant Resistance. New 

Haven: Yale University Press 

Stanford HAI. (2024, July 29). How culture shapes what people want from AI. Retrieved 

from https://hai.stanford.edu/news/how-culture-shapes-what-people-want-ai 

Susskind, R., & Susskind, D. (2017). The future of professions: How technology will 

transform the work of human experts. Oxford, England: Oxford University Press.  

https://doi.org/10.1016/S2155-8256(17)30099-6 

Swain, P., & Malik, A. (2025). The Role of AI in Recruitment: A Systematic Literature 

Review. GRS Journal of Multidisciplinary Research and Studies, 2(6), 21-30.  

https://doi.org/10.5281/zenodo.15572327 

Triandis, H. C. (1995). Individualism & collectivism. Boulder, CO: Westview Press. 

U.S. Congress. (2019). China's Corporate Social Credit System. Congressional Research 

Service. Retrieved from https://crsreports.congress.gov/product/pdf/IF/IF11342 

U.S.-China Economic and Security Review Commission. (2020). China's Corporate Social 



Journal of Social Science Studies 

ISSN 2329-9150 

2025, Vol. 12, No. 2 

http://jsss.macrothink.org 15 

Credit System. Retrieved from  

https://www.uscc.gov/sites/default/files/2020-12/Chinas_Corporate_Social_Credit_System.p

df 

Vij, N., & Gil-Garcia, J. R. (2017). Digital Governance and Individuals' Empowerment: a 

Conceptual Framework and Some Preliminary Results. Proceedings of the 10th International 

Conference on Theory and Practice of Electronic Governance, 136-139.  

https://doi.org/10.1145/3047273.3047313 

Wang, B. (2023). Construction of a Security Defense Model for the University's Cyberspace 

Based on Machine Learning. International Journal of Advanced Computer Science and 

Applications, 14(11), 100-113. https://doi.org/10.14569/IJACSA.2023.0141110 

West, J. P., & Bowman, J. S. (2016). Electronic Surveillance at Work: An Ethical Analysis. 

Administration & Society, 48(5), 628-651. https://doi.org/10.1177/0095399714556502 

White House Office of Science and Technology Policy. (2022). Blueprint for an AI Bill of 

Rights. Retrieved from https://bidenwhitehouse.archives.gov/ostp/ai-bill-of-rights 

Xiao, H., He, Y., & Ge, W. (2024). Living With Digital Government: Effects of Technology 

Anxiety on Public Support for Policy in China. Journal of Chinese Political Science. 

https://doi.org/10.1007/s11366-024-09898-y 

Xiao, Q. et al. (2025). Institutionalizing Folk Theories of Algorithms: How Multi-Channel 

Networks (MCNs) Govern Algorithmic Labor in Chinese Live-Streaming Industry. Cornell 

University, 1(1), 1-28. https://doi.org/10.48550/arXiv.2505.20623 

Zhao, G. (2025). Boosting popularity: Folk theories and algorithmic resistance of visibility 

contests in the comment sections. Big Data & Society, 12(2).  

https://doi.org/10.1177/20539517251331949 

Zöll, A., Eitle, V., & Hendricks, P. (2024). Uncovering Cultural Differences in Organizational 

Readiness for Artificial Intelligence: A Comparison between Germany and the United States. 

Uncovering Cultural Differences in Organizational Readiness for Artificial Intelligence: A 

Comparison between Germany and the United States, 787-796.  

https://doi.org/10.24251/HICSS.2024.094 

Zuboff, S. (2019). The Age of Surveillance Capitalism: The Fight for a Human Future at the 

New Frontier of Power. New York, NY: PublicAffairs. 

 


