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Abstract 

One of the fundamental problems of Mobile Ad hoc Networks (MANETs) is to determine whether 

it is advantageous to route packet over many short-hops or a few long-hops. Short-hop and 

long-hop routing issues have been investigated in the literatures since the early days of MANETs. 

Maximization of network throughput was the main focus of these works. But the maximization of 

network throughput is not the only issue of MANETs. There are other important issues of concern 

including overhead control packets, energy consumption, connectivity, shadowing effects and 

packet delay. All these issues have been investigated in this paper. Network Simulator (NS-2) has 

been used to create and simulate MANETs to investigate these issues. The main objectives of this 

paper are as follows (1) to find the merits and de-merits of short-hop and long-hop routing 

schemes, (2) to come up with a guideline so that one can choose an appropriate routing scheme 

for MANETs, and (3) to open up new area of researches for further investigations on the issues 

discussed in this paper.    

Keywords: Mobile Ad hoc, routing, long-hop, short-hop, energy consumption, mobility, overhead, network 

life, network  

 

1. INTRODUCTION  

In the recent years, Mobile Ad hoc Networks (MANETs) are considered as a suitable means of 

providing instant networking to a group of mobile users. MANETs are self-organizing and self-configuring. 

No centralized administration is required to operate and maintain such networks. In MANET, mobile 

nodes communicate with each other in a multi-hop fashion. It means that a source node sends a packet to a 

destination node via intermediate nodes called hops. Routing protocol helps a mobile node to discover 

these intermediate hops. One of the fundamental problems of routing protocol is to decide whether a 

mobile node should use many short-hops or a few long-hops. The length of a hop (or the transmission 

range) depends on the propagation characteristics and the transmission power level of a mobile node [1]. 
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In this paper, the transmission range was varied by adjusting the transmission power of a mobile node. 

Higher transmission power level means longer hop. On the other hand, low transmission power level 

means shorter hop. 

The long-hop and the short-hop issues have been investigated by the researchers since the early days 

of packet radio network [2]. An approximate analysis in [3] shows that the transmission range of a mobile 

node should be small, but not too small so that there may occur network partitioning (i.e,all  mobile nodes 

in a network may not be reachable). Once a network is partitioned, the normal operation of the network 

may be seriously affected. Another analysis in [4] shows that there is a trade-off between the transmission 

range of a mobile node and the network throughput. Higher transmission power level decreases network 

throughput. On the other hand, lower transmission power level increases network throughput. The analysis 

presented in [4] has also shown that a mobile node should adjust its transmission power to a level so that it 

should have at least six neighbors. An extension of this work [5] concludes that a mobile node should have 

eight neighbors. A similar work [6] has proved that there is a critical transmission range for a mobile node, 

which is just enough to maintain the network connectivity. Mobile nodes should use this critical 

transmission range. Another related work [7] shows that a mobile node should adjust transmission power 

to maximize the node’s battery life. According to this scheme mobile nodes form groups called ‘clusters’. 

In a cluster, each member node should adjust its transmission range to reach the furthest node located in 

the same cluster. One common limitation of all these works is that the mobile nodes are assumed to be 

static. Mobility has been considered in [8]. In this work, the author claimed that the transmission range of a 

mobile node should be adjusted to maximize the number of packets that can be delivered to the 

destinations under mobility a condition. Simulation results presented there in show that the number of 

neighbors should be increased if there is a high mobility condition in a network. But there is no optimum 

number of neighbors that can maximize the packet delivery. A recent work [9] shows that there are 18 

cases where long-hop routing is advantageous over short-hop routing. The authors’ claims are based on the 

laboratory experiments with a small network consisting of only 10 sensor nodes. For this kind of small 

network, it is hard to judge whether the short-hop or the long-hop routing is better. Because it is shown in 

the literature [10] that the performance of a routing protocol varies widely with the network size. In [11], 

the power control problem is viewed as a network layer problem. The COMPOW protocol is proposed in 

this paper. According to the COMPOW protocol each node has to adjust its transmit power such that its 

connectivity degree (number of one-hop neighbors) is bounded. A transmit power control algorithm 

proposed in [12] attempts to optimize the average end-to-end throughput by controlling the degree of the 

nodes. In [13] a distributed topology control algorithm is proposed. The technique is based on the 

utilization of direction information. The CLUSTERPOW algorithm proposed in [14] aims on the increase 

of network’s capacity by increasing spatial reuse. The algorithm consists of simply using the lowest 

transmit power level p, such that the destination is reachable (in multiple hops) by using power levels no 

larger than p. A new transmission assignment strategy has been proposed in [15]. The authors suggested in 

this paper that the transmission range should be optimized to reduce energy consumption while network 

connectivity should be preserved. They also showed that 30% of energy can be saved if the proposed 

algorithm is used.  

The common limitation of most of the previous works cited so far is that the maximization of network 

throughput was the main target of investigation. But throughput maximization is not the sole issue for 

MANETs. There are other important issues that are related to the performance of a MANETs. These issues 

are as follows:  
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a)  Overhead control packets generated in a network is an important design issue of an efficient routing 

protocol. Overhead control packets are generated by different activities of the mobile nodes in a 

network including the route discovery. These overhead packets occupy bandwidth and may 

overwhelm a network if not controlled [10].   

(b)  Energy conservation is another important issue of MANETs. Mobile nodes are usually equipped with 

limited batteries. In many applications, these batteries cannot be replaced or re-charged, Hence it is 

imperative that the mobile nodes should be operative as long as possible.  

(c)  Packet loss is another important issue of MANET. Packet loss can make a network unreliable one. 

Three main reasons of packet losses in a network are: (1) packet collisions that occur from the 

simultaneous packet transmissions by a number of neighboring mobile nodes, (2) packet drops due to                    

limited buffer size of a mobile node, and (3) packet loss due to shadowing effect.  

(d)  End-to-end packet delay is another important design parameter of MANETs especially for delay 

constraint applications. The end-to-end packet delay depends on the traffic intensity as well as the 

number of hops that a packet travels from a source to a destination in a given network. Hence the 

end-to-end packet delay depends on the transmission range of a mobile node too.  

(e)  Node mobility affects routing decision as well as packet losses in MANET. High mobility increases 

route ’breakage’ rate and hence increases packet losses.   

(f)  An efficient medium access control mechanism is very essential for MANETs. IEEE 802.11[18] is 

considered as a popular choice for medium access control scheme in MANET. The Medium Access 

Control (MAC) protocol like IEEE 802.11 also generates a huge number of special types of control 

packets namely Request-to-Send (RTS), Clear-to-Send (CTS), and Acknowledgement (ACK), .  

(g)  Shadowing effects [1] are considered another problem of MANET. Shadowing effect explains why the 

signal level varies with time about a mean value for a given transmitter and receiver distance. Hence 

there is always a probability that a packet will be received at a receiver with a signal level that is less 

than a threshold level to cause packet loss.  

Although there are other important issues of MANETS that are related to the transmission range of a 

mobile node, we focus only on the above mentioned issues by limiting this work within a manageable size. 

In order to investigate all these issues of long-hop and short-hop routing, the Dynamic Source Routing 

(DSR) [17] protocol has been chosen as the routing protocol for the networks. Because the DSR protocol is 

considered as one of the most popular routing protocols extensively investigated in the literatures. While it 

is likely that the network performances will vary with the routing protocol used, the results obtained with 

DSR protocol can be generalized to most on-demand ad hoc routing protocols. A brief description of DSR 

protocol has been provided in the next section. The rest of the paper is organized as follows. Section 3 

contains the issues investigated in this paper including simulation results. Section 4 presents a guideline for 

the network designer that will help them to choose an appropriate routing scheme between short-hop or 

long-hop routing. Section 5 concludes this paper. This concluding section also contains the future research 

directions related to this work. 

 

2. THE DYNAMIC SOURCE ROUTING (DSR) PROTOCOL 

The DSR protocol consists of two main mechanisms: (1) route discovery, and (2) route maintenance. Route 
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discovery is the mechanism by which a source node discovers a route to a destination. During a route 

discovery process, a source node initiates the route discovery by broadcasting a request message to its 

neighbors. When the neighboring nodes receive the request packet, they add their addresses in the request 

packet and re-broadcast that request message to their neighbors. This process goes on until the request 

packet is received by a destination node. A route discovery mechanism is illustrated in Fig. 1(a). In this 

figure, node A is attempting to discover a route to node E. To initiate the route discovery process, node A 

transmits a ’route request’ packet as a single local broadcast packet, which is received by all nodes 

currently within the transmission range of A including node B. Each route request packet identifies the 

initiator and the target of the route discovery, and also contains an unique request identification determined 

by the initiator of the request. Each route request also contains a listing of the addresses of the intermediate 

nodes through which this particular copy of the route request packet has been forwarded. When another 

node receives this route request (i.e., node B in this example), if it is the target of the route discovery, it 

returns a ’route reply’ to the initiator of the route discovery process, giving a copy of the accumulated route 

record from the route request packet. When the initiator receives this route reply, it records this route in its 

route cache for use in sending subsequent packets to this destination. Otherwise, if this node receiving the 

route request has recently seen another route request message from this initiator bearing this same request 

identification and target address or if this node’s own address is already listed in the route record of the 

route request, this node discards the request. Otherwise, this node appends its own address to the route 

record in the route request and propagates it by transmitting it as a local broadcast packet (with the same 

request identification). In this example, node B re-broadcasts the route request, which is received by node 

C; nodes C and D each also, in turn, re-broadcast the request, resulting in the request packet being received 

by node E.       

 

 

 

(a)  

 

(b) 

Fig.1 (a) Route discovery, and (b) Route maintenance of DSR protocol 

 

Route maintenance is a mechanism by which a node is able to detect changes in the network topology. 

While originating or forwarding a packet using a source route, each node transmitting the packet is 

responsible for confirming that a data packet can travel over the link from that node to the next hop. For 

example, in the network scenario shown in Fig. 1(b) node A has originated a packet for node E using a 

source route through intermediate nodes B, C, and D. In this case, each node is responsible to monitor the 

link between itself to the next hop. For example, node A is responsible for the link from A to B, node B is 

the responsible for the link from B to C and so on. An acknowledgement can provide confirmation that a 

link is capable of carrying data, and in wireless networks, acknowledgements are often provided by an 

existing standard part of the MAC protocol such as IEEE 802.11 [18]. In this example, when node C 

detects that the link between itself to node D is broken, node C creates a route error message and sends that 

packet to node A. After receiving the route error message, node A marks the route as ’invalid’ in the route 

B A D C E 

B A D C E 
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cache and tries to find an alternative route to the destination node E. If no such route is found in the route 

cache, node A initiates a new route discovery process. 

 

The basic route discovery and the route maintenance operations of the DSR protocol mentioned above 

depend on a fundamental question. What will be the transmission range of a mobile node? If a higher 

transmission range were used, the source A could have discovered a path to the destination D in fewer hops. 

For example, the new route could be A-C-E as shown by the dashed line in Fig.1(a). Hence the route 

discovery time could have been shortened. If a routing path of few hops is used, there is a less probability 

to break that path because of node movement, battery exhaustion and other causes. On the other hand, if a 

route contains many hops, there is more likely to have a route breakage. Another advantage of using 

long-hop routing is that a packet will travel a few number of hops and hence the end-to-end delay of a 

packet will be reduced too. The route maintenance operation also depends on the transmission range of a 

mobile node. Higher transmission range can expedite the route maintenance operation. For example, the 

route maintenance operation illustrated in Fig. 1(b) would have been a quick one if node C could directly 

send route error message to source A. This kind of quick route maintenance operation can save packet loss 

in a network. Based on these observations of basic route discovery and route maintenance operation one 

may be tempted to set a higher transmission range of a mobile node. But it may not always be wise to 

choose a higher transmission range. Because other performances of a network such as overhead packet 

generation, energy consumption and interference level are also directly related to the transmission range of 

a mobile node which are explained in the following section. 

 

3. ISSUES OF LONG-HOP AND SHORT-HOP ROUTING 

Unlike traditional cellular network, an ad hoc wireless network is characterized by peer-to-peer 

communication, distributed networking, multi-hop routing, energy constraint, dynamic topology and 

unreliability. Not all of these characteristics are equally important, but depend on specific application. A 

mobile node transmits a signal directly to any other node. While transmitting signal, mobile node should 

maintain its transmission power at a proper level so that even if the signal is attenuated, the receiving 

mobile node can successfully detect a packet. A proper level of transmission power is also important 

because a high transmission power level increases Signal-to-Interference plus Noise power Ratio (SINR). 

On the other hand, low transmission power reduces SINR. Low transmission signal level will be attenuated 

quickly as it travels from one mobile node to another mobile node. Hence transmission power level (i.e., 

the transmission range) should be carefully selected. The need for transmission range adjustment is 

illustrated in Fig. 2. In this figure node n1 is sending packets to node n2 and node n3 is sending packet to 

node n4 simultaneously. The transmission radii of nodes n1 and n2 are shown in this figure by dashed line. 

Two communications will be successful if none of these two transmissions interferes with each other as 

shown in Fig. 2(a). Two unsuccessful transmissions are shown in Fig. 2(b). In this case the transmission 

ranges of node n1 and node n3 are too high to interfere with each other. Two unsuccessful communications 

due to very low transmission range are shown in Fig. 2(c). In this case, the signal level is attenuated 

quickly and node n2 and n4 fail to detect the packets successfully. Based on the operation of a simple 

network shown in Fig. 2, we can conclude that transmission power level should not be too high or too low. 

But it should be maintained at an appropriate level to ensure successful packet transmission. In this paper, 

we investigated the effects of long-hop and short-hop on the network performances such as network 

throughput, shadowing effects, energy consumptions, MAC overhead, network connectivity, routing 

overhead, end-to-end delay, packet loss and mobility which are explained in the following sub sections.  
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Fig. 2 (a) Two successful communication, (b) unsuccessful communication due to high power, 

and (c) unsuccessful communication due to low power 

 

3.1. Network Throughput 

Although the interference level in the simple network shown in Fig. 2 is not significant, the level of 

interference in a network becomes severe and hence adversely affects the network throughput as the 

network gets larger. The level of interference in a network is limited by two main factors (1) node density, 

and (2) traffic intensity. Node density determines the number of nodes located in a given region. If the 

node density if higher, there will be higher the interference level. Traffic intensity depends on the number 

of connections set up in a network and it also depends on the packet generation rate associated with each 

connection. Medium Access Control (MAC) protocol like IEEE 802.11 plays an important role to reduce 

interference level in a network. IEEE 802.11 uses Carrier Sense Multiple Access with collision Avoidance 

(CSMA/CA) technique. According to this technique, one mobile node is allowed to transmit a packet at a 

time for a given region called ’contention region’. In a contention region, a mobile node senses the 

medium to determine whether it is free or busy. If the medium is free, a mobile node transmits its packet. 

Other mobile nodes in this region are not permitted to transmit at this moment, but they defer their 

transmissions for random back-off periods. At the end of this back-off period a mobile node again senses 

the medium. If it finds that the medium is free, it transmits its packet. This kind of medium access control 

n1 n2 n3 n4 

n1 n2 n3 n4 

(a) 

(b) 

n1 n2 n3 n4 
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mechanism is illustrated in Fig. 3. In this scenario, mobile nodes A, B, C and E are within the transmission 

ranges of each other. Hence they form a contention region as shown by the dashed line. In this contention 

region, only one node is allowed to transmit its packet at a given time. When node A transmits, all other 

nodes including B, C and E defer their transmissions for random back-off periods. The contention region 

varies with the transmission range of a mobile node. For a given node density, low transmission range will 

form smaller contention region. Hence there will be less number of nodes that will try to get access to the 

medium at a given time and hence mobile nodes will be able to send packets without keeping them in the 

buffer for a longer period of time. This short period of waiting time of a packet in the buffer reduces packet 

delay. The contention level of a contention region also depends on the traffic load intensity in that region. 

When a mobile node has to handle more traffic in a given period of time, it needs to get access to the 

medium more frequently. Hence contention level increases with the increase of traffic load. By controlling 

the transmission range of a mobile node the contention level due to traffic intensity and node density can 

also be controlled. Hence delay per packet will be reduced and the network throughput will be improved.  

 

 

Fig.3 Contention region of a network 

 

In order to investigate the network throughput under different transmission ranges, a network 

consisting of 200 nodes was created and tested via Network Simulator (NS-2) [19]. The mobile nodes were 

placed randomly over an area of 1000m × 1000m. Ten connections were set-up in the network. Constant 

Bit Rate (CBR) packet generator was used to generate traffic. IEEE 802.11 was used as MAC layer. The 

transmission range was 250m. Ten different topologies were created by using random number generator. 

Each topology was simulated for 250 second (i.e., simulator time). The results of these simulations were 

then averaged. The initial packet generation rate was 2.0 packets/second. Then the packet generation rate 

was increased to 3.0, 4.0, 5.0, 6.0, 7.0 and 8.0 packets/second to increase the traffic intensity level in the 

network. The simulations were then repeated for lower transmission ranges (i.e., 200m and 150m). 

Network throughput was measured as kilo bits per second (kbps). The results are presented in Fig.4. The 

most important unique conclusion of this figure is that a network has a maximum capacity (or throughput) 

limit. After reaching a maximum value the network throughput decreases rapidly. For example, the 

maximum network throughput was 147 kbps for the transmission range of 250m. This maximum 

throughput was achieved at the packet generation rate of 5.0 packets/second. When the packet generation 

rate was further increased, the network throughput decreased rapidly. Fig. 4 also shows that the network 

throughput was reduced to 96 kbps at the packet generation rate was 6 packets /second and the network 

throughput reaches a minimum value at the packet generation rate of 8 packets/second. Hence the network 

throughput was reduced by 61% as the packet generation rate was increased from 5 packets/second to 8 

packets/second. The transmission range of a mobile node was then reduced to 200m. At this transmission 
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range the maximum network throughput achieved was 132 kbps at packet generation rate of5 

packets/second. The network throughput decreased with the increase in packet generation rate as usual 

after this point. But the rate of decrease in throughput is less than that of previous case (i.e., when 

transmission range of 250m). For example, when the transmission range was 250m, the network 

throughput was 57 kbps at the packet generation rate of 8packets/second. But the network throughput was 

75 kbps at the same packet generation rate when the transmission range was 200m. It is also depicted from 

this figure that the maximum throughput was 126 kbps at the transmission range of 150m. Another 

important conclusion that can be drawn from Fig. 4 is that the network throughput shows a sustainable 

performance for higher packet generation rate (i.e., more than 5 packets/second) at low transmission range 

(i.e., 150 meter). For the highest packet generation rate of 8 packets/second, the network throughput was 

118 kbps. But for transmission ranges of 250m and 200m, the network throughputs were 57 kbps and 75 

kbps respectively at the same rate. We can conclude from Fig.4 that the maximum network throughput was 

achieved when the transmission range was the highest (i.e., 250 meter). But the network throughput 

sustains for a longer period of time at lower transmission range. 

 

 

Fig.4 Network throughput comparisons 
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3.2 Shadowing Effects 

In most practical cases, Signal to Interference and Noise Ration (SINR) varies randomly over time due 

to the mobility of the nodes, propagation environment and interference characteristics. Measurements have 

shown that at any value of distance d, the path loss PL(d) at a particular location is random and distributed 

log-normally (in dB) about the mean distance-dependent value [1].  The path loss is given by 

        

0

0

( )[ ] ( ) ( ) 10 log( )m ean m ean

d
P L d dB PL d X PL d n X

d
σ σ= + = + +           (1) 

,where ( )meanPL d  is the mean value of path loss at distance d  and Xσ  is a zero-mean Gaussian 

distributed random variable (in dB) with standard deviation σ  ( also in dB) and d0 is the reference 

distance located in the far-field [1]. This kind of variation of loss around the mean value is called 

log-normal distribution. The log normal distribution describes the random shadowing effects which occur 

over a large number of measurements locations that have the same transmitter-receiver separation, but 

have different levels of clutter on the propagation path. This phenomenon is defined as long-normal 

shadowing in the literature [1]. Under the log-normal shadowing, the transmission power and the received 

power are related by the following equation 

                    
( )[ ] [ ] ( )[ ]r tP d dBm P dBm PL d dB= −                             (2) 

Equation 2 shows that if the transmission power is increased, the received power will increase for a given 

path loss. Hence the probability that the packet will be successfully received at the destination will 

increase too.  

 

Fig.5 Packet loss due to shadowing effects 
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To investigate the shadowing effects, an ad hoc network consisting of 200 nodes was simulated in 

NS-2. These 200 nodes were placed randomly over an area of 750m × 500m. Ten CBR connections were 

randomly set up in the network. The area of the network was then increased to 1000m × 500m and 1000m 

× 1000m. The number of packets sent and the number of packets received at the destination were used to 

determine packet losses in the network. The shadowing propagation model available in NS-2 was used 

with the following parameters: path loss exponent n was 4.0, standard deviation σ as 1.0 dB, and the 

reference distance d0 was 10 meter. Ten different topologies were simulated and the results were averaged 

for these different topologies. The results of these simulations are depicted in Fig. 5. The figure shows that 

the packet loss is negligible for a small network and the packet loss increases as the network area increases. 

The reason is that the length of a link between two mobile nodes increases for a larger network. For 

example, the delivery ratio was almost 100% for transmission ranges of 250m and 300m for a small 

network (i.e., 750m x 750m). But transmission range was 200m, only 10% packets were lost for the same 

network. When the network area was increased to 1000m × 1000m, the delivery ratio was reduced by 15% 

only for the transmission range of 300 meter. For the same network size, the delivery ratio was decreased 

to 40% and 20% as the transmission ranges were set to 250 meter and 200 meter respectively. We can 

conclude from the results presented in Fig. 5 and also from the signal loss model expressed on Equation 2 

that transmission power level should be maintained as high as possible to reduce packet losses due to 

shadowing effect in the network. 

 

3.3 Energy Consumption 

Energy constraint may or may not be inherent to all kinds of mobile nodes. Mobile nodes may be 

attached to a large energy source. However, many mobile nodes are powered by battery of limited 

capacities. Some of the most exciting applications of MANET fall in this energy constrained category. 

Mobile node with rechargeable battery must conserve energy to maximize the time between two 

recharging. In many cases, the batteries of the mobile nodes may not be recharged or replaced as 

mentioned in   Section 3.1.  In this paper, energy consumption due to packet transmission is only 

considered. The energy consumptions by other activities of a mobile node including packet reception have 

been neglected. The reason is that the energy consumption due to variable transmission power level was 

the main focus of this study. The energy consumption pattern and energy model in ad hoc networks have 

been investigated in [20] and [21]. According to these models, the energy spent at wireless node’s network 

card while transmitting a packet is described by the following equation 

                             1 2( , )t tE D P K PD K= +                                      (3) 

,where the constant values of K1 and K2 are 4 µ-sec/byte and 42µ Joules respectively. Equation 3 is used as 

the energy consumption model in this study. In this investigation three types of packets namely data packet, 

Medium Access Control (MAC) packets and routing packets were considered. The MAC layer packets are 

namely Clear-to-Send (CTS), Request-to-send (RTS) and Acknowledgement (ACK) packets. The routing 

packets include route request packets, route reply packets and route error packets. The MAC packets and 

the routing packets altogether can be called overhead control packets. The number of overhead packets 

generated in a network depends on the network size and the number of connections set up in the network. 

When the network size is small, the number of overhead packets is not significant. Hence a small amount 
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of node’s energy is consumed by overhead packet. On the other hand, if the network size is large, huge 

overhead packets are generated in a network. Hence a considerable portion of node’s energy is spent in 

transmitting overhead packets. Categorical energy consumptions by different types of packets under 

varying network size are shown in Fig. 6. The figure depicts that the energy consumptions by different 

types of packets depend on the network size. When the network size is small, the most of the energy is 

consumed by useful data packet. On the other hand the rest of the energy is consumed by overhead (MAC 

and routing) packets. Fig. 6 also shows that almost 70% of energy is consumed by useful data packet and 

the remaining 30% energy is consumed by overhead packets for a small network. But the overhead packets 

consume a significant portion of node’s energy for larger network. The figure shows that almost 60% of 

node energy is consumed by the overhead packet and 40% of energy is consumed by useful data packet for 

a network consisting of 300 nodes. The energy consumption is directly related to the transmission power as 

shown in Equation 3. Hence energy consumption can be reduced if transmission power is reduced. In this 

study energy consumption per data packet was used as a parameter to determine the energy consumption 

rate in a network. This is the ratio of total energy consumed by all mobile nodes in the network and total 

number of data packets delivered to the destinations.  

 

 

Fig.6 Categorical energy consumptions in ad hoc networks 

 

Typical energy consumption per useful data packet under varying network size is shown in Fig. 7. It is 

depicted in this figure that the energy consumption per packet increases with the network size. The reason 

is that a packet travels more hops in a large network. But the energy consumption per packet was the 

minimum when the transmission range was the minimum (i.e., range is 200m). The energy consumption 

per packet increases with the transmission range. For example, when network size was 100 nodes, the 

energy consumptions per packet were 2.0 mJ, 3.0 mJ and 4.5 mJ for the transmission ranges of 200m, 

250m and 300m respectively. The energy consumption per packet was increased by 30% and 33% as the 

transmission range was increased from 200m to 250m and 250m to 300m respectively. The energy 

consumptions per packet were 3.5 mJ, 5.5 mJ and 9.2 mJ for transmission ranges of 200m, 250m and 

300m respectively for a network consisting of 300 mobile nodes. Hence the energy consumption per 

packet was increased by almost 50% as the transmission range was increased from 200m to 250m and the 

same was increased by almost 60% as the transmission range was increased from 250m to 300m. Based on 
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the energy consumptions depicted in Fig. 7, we can conclude that the transmission power level should be 

kept as minimum as possible to save battery of a mobile node. If a network is deployed with the objective 

to maximize network life, the transmission ranges of mobile nodes should be kept as low as possible. 

 

        Fig.7 Energy consumptions per packet for different transmission ranges. 

 

3.4 MAC Overhead 

 

The MAC overhead packets generated in a network consume a significant portion of node energy (see 

Fig.6) especially for a large network. If the number of MAC packets generated in a network is reduced, a 

considerable portion of a node’s energy can be saved provided normal functions of MAC layer are not 

affected. Hence MAC layer packets cannot be reduced arbitrarily. The number of neighbors in a given 

region of a network is one of the factors that determine the number of MAC packets generated in a 

network. To reduce the number of MAC packets the transmission range of a mobile node needs to be 

lowered. If the transmission range is reduced, the number of mobile nodes in a given region will be 

reduced and hence there will be less number of MAC packets exchanged among the neighbors.  

 

In order to investigate the number of MAC packets generated under different transmission ranges a 

network consisting of 200 nodes was created and simulated by NS-2. These 200 mobile nodes were 

deployed over an area of 1000m ×1000m. Ten CBR connections were set up randomly in the network. Ten 

different topologies were tested. The network area was then increased to 1000m × 1500m and 2000m × 

1000m keeping the node density constant. The results of these simulations are summarized and presented 

in Fig. 8. The parameter investigated in these simulations is the number of MAC packets per data packet. It 

is the ratio of the total number of MAC packets generated in the network and total number of data packets 

delivered to the destinations. This figure demonstrates that the number of MAC packets generated in a 

network can be reduced if the transmission range is reduced. For example, when the network area was 

1000m ×1000m, the number of MAC packets per data packet was 1155 for the transmission range of 200m. 

But the number of MAC packets per data packet was 1250 and 1325 for the transmission ranges of 250m 
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and 300m respectively.  The figure also shows that the number of MAC overhead packets per data packet 

was always higher for higher transmission ranges. For example, when the network area was the largest (i.e., 

2000m × 1500m), the numbers of MAC packets per data packet are 850, 920 and 1150 for the transmission 

ranges of 200m, 250m and 300m respectively. A similar conclusion can be reached for the other 

intermediate network sizes. 

 
Fig.8 MAC packet generated in the network under different transmission ranges 

 

3.4 Network Connectivity 

The number of neighbors required to optimize the performance of a network is another issue while 

selecting short-hop routing and long-hop routing scheme. For a given network, the transmission range of a 

mobile node determines the number of neighbors in a network. Dependency of network connectivity on the 

number of neighbors has been investigated by the other researchers as well. The connectivity of a slotted 

ALOHA [3] based packet radio network has been investigated in [4]. The authors show in [4] that if the 

number of neighbor is less than six, the network connectivity will be affected and hence the network 

throughput will be dropped drastically. If the number of neighbor is greater than six, the network 

throughput also decreases; but at a slower rate. Based on these observations the authors conclude that a 

mobile node should adjust the transmission power level to a level so that it will have six neighbors. Delay 

and throughput performances of a network under variable transmission range have been investigated in [5]. 

The authors also conclude in [5] that mobile nodes should adjust transmission ranges so that they will have 

eight numbers of neighbors. In this paper, a new parameter called delivery ratio is introduced to indicate 

the network connectivity. Delivery ratio is defined by the ratio between the number of packets sent to 

destinations nodes and the number of packet reached these destinations. If network disconnectivity occurs, 

there will be loss of packets and hence delivery ratio will also drop. On the other hand, if the network is 

fully connected, the delivery ratio will be high.  
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In order to investigate the effects of the transmission range on the delivery ratio for both static and 

mobility condition, a network consisting of 200 mobile nodes was simulated in NS-2. The mobile nodes 

were placed randomly over an area of 2000m × 1000m area. Ten connections were set up randomly among 

the nodes. Each connection used Constant Bit Rate (CBR) agent to generate packet. Once started a CBR 

agent continues generating packet till the end of the simulation. The number of neighbors n was 

determined by the following equation 

 

                           � �
�

�
����                                       (4) 

 

, where N is the total number of nodes in the network, A is the network area, R is the transmission range. 

The initial transmission range of a mobile node was set to 200m. Then the transmission range was 

increased to higher values. Thus the number of neighbors was varied from 4 to 12. The delivery ratio 

performance of the network under varying number of neighbors is depicted in Fig.9. This figure depicts  

that the delivery ratio improves with the increase in the number of neighbors. A delivery ratio of 100% was 

achieved when mobile node had ten neighbors. After this point, the delivery ratio remained constant at 

100%. The delivery ratio performance under mobility condition is also shown in Fig. 9. The mobility 

model used in the simulation is called random-way point model. Random way point model is available 

with the NS-2 [19]. According to this model, each mobile node moves to a random destination point during 

the simulation at a preset speed. After reaching the destination point, a mobile node remains there for a 

certain period of time called ‘pause time’. In the simulations, the ‘pause time’ was set to 200 second and 

the maximum speed was set to 20 m/second. When the ’pause time’ expires, mobile node again sets a 

random destination point and starts moving toward that destination point. Since the simulations were run 

for 250 seconds, we choose the ‘pause time’ to 200 second to maintain a very low mobility condition in the 

network. It is depicted in Fig. 9 that the delivery ratio becomes 100% at 10 numbers of neighbors for a 

static network. Under mobility condition the delivery ratio also increases with the increase in the number 

of neighbors. But the delivery ration never reaches at 100% irrespective of high number of neighbors. A 

maximum delivery ratio of 98% was achieved under mobility condition at 8 numbers of neighbors. We can 

conclude from Fig. 9 that more neighbors are required to achieve the same delivery ratio performance 

under mobility condition compared to a static network. But there is always packet loss under the mobility 

condition. Hence 100% delivery ratio cannot be achieved under a mobility condition. 

 

3.5 Routing Overhead 

Routing protocol generates a huge number of routing overhead control messages in a network. These 

control messages are used to collect and maintain information about other mobile nodes located in a 

network so that necessary routes are discovered and maintained. The number of control messages 

generated in a network depends upon the type of routing protocol used. In pro-active routing protocol like 

DSDV [16], mobile nodes periodically exchange routing information among themselves. Hence a huge 

number of overhead packets are generated in the network. In reactive routing protocol like DSR [17] and 

AODV [22], mobile nodes exchange routing information on demand. It means mobile nodes exchange 

routing information only when a mobile node initiates a route discovery process. During the route 

discovery process, mobile nodes exchange routing information among themselves by using a technique 

called ’flooding’. According to this flooding technique, a mobile node is obliged to re-broadcast routing 
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information that it receives such information from its neighbors. The objective of the flooding is that a 

source can discover multiple routes to a destination. If one of these routes breaks, a source can use 

alternative routes. This kind of ’flooding’ has little impact on the performance of a small network. But it 

can adversely affect the performances of a large network. The main problems related to the flooding are (1) 

contention, (2) collision, and (3) redundancy. A detailed analysis of these problems can be found in [23]. 

Routing protocols proposed in [23, 24, 25, 26] and [27] reduce the ’flooding’ problem. These routing 

protocols show that the routing overhead can be reduced by controlling flooding. In this paper, we show 

that the overhead packets can be reduced by controlling the transmission range of a mobile node too. If the 

transmission range of a mobile node is increased, the route request packet will travel a few number of hops 

from a source to a destination. Since route request packet travels less number of hops, mobile nodes 

re-broadcast a request packet a few times. Hence routing overhead will be reduced. On the other hand, if 

the transmission range of mobile node decreases, the route request packets travel for many hops from a 

source to a destination. Hence the number of overhead packets will increase.  

 

 

Fig.9 Variation of network connectivity with neighbors 

 

In order to verify this claim, a network consisting of 100 mobile nodes was simulated in NS-2 and the 

transmission range of a mobile node was varied. The mobile nodes were placed randomly over an area of 

1000m × 1000m. Ten connections were set up randomly in the network. While setting up each connection, 

each source initiates a route discovery process. Once a connection is set-up, Constant Bit Rate (CBR) 

agent was used to generate packets and the packet generation rate was 2 packets/second. Each simulation 

was run for 250 seconds (simulation time). IEEE 802.11 layer was used as the MAC layer. Since the 

number of overhead packets generated in a network depends upon the network size, we increased the 

network size by keeping the node density constant. That means when the network area was increased to 

1500m × 1000m, we placed 150 mobile nodes in the network to maintain the node density at constant level. 

Similarly, we placed 200 mobile nodes when the network area was increased to 2000m × 1000m. The total 

number of overhead control packets generated in the network and the total number of data packets reached 

5 6 7 8 9 10 11 12
40

50

60

70

80

90

100

no. of neighbors

de
liv

er
y r

ati
o(

%
)

static
mobility



International Journal of Network Protocols and Algorithm 

ISSN 1943-3581 

2010, Vol. 2, No. 2 

www.macrothink.org/npa 122

the destinations were monitored during each simulation. The overhead per data packet was determined 

based on these two parameters. This is the ratio of the total routing overhead packets generated in the 

network and the total number of data packets delivered to the destinations. Ten different topologies were 

created by using random variables. Then this experiment was repeated by using three different 

transmission ranges of 200m, 250m and 300m. The results are shown in Fig. 10. The figure shows that the 

overhead packet generated in a network decreases with the increase in transmission range. But for small 

network the overhead per data packet is almost same irrespective of different transmission ranges. For 

example, overhead per data packet is almost 0.2 for the transmission ranges of 200m, 250m and 300m for  

the smallest simulated network consisting of 100 mobile nodes. But for a larger network (i.e., network 

consisting of 200 nodes), the overhead per packet are 0.45 and 0.55 for transmission ranges of 250m and 

200m respectively. Hence there was a 10 percent reduction of overhead packets. But the difference in the 

overhead packet becomes more visible as the network size was further increased. For example, when the 

network size was the largest (i.e., the network now has 300 mobile nodes) there was a significant amount 

of decrease in the number of overhead packets as the transmission range was reduced. Fig.10 shows that 

the overhead packets were reduced by 20% as the transmission range was decreased from 250m to 200m. 

The overhead was further reduced by 30% as the transmission range was further reduced by 50m. The 

reason for this kind of overhead reduction is that the number of neighbors in a given region decreases as 

the transmission range is lowered. Hence there is less number of neighbors that participate in the route 

discovery process and there will be less number of re-broadcasting of request messages. But the number of 

neighbors in a given region increases with the increase in the transmission range. Hence a large number of 

mobile nodes that participated in the route discovery process and higher overhead control packets are 

generated in the network.  

 

Fig.10 Routing overhead generated with varying transmission range 

3.6 End-to-End Delay 

The end-to-end delay per packet is the time taken by a data packet to travel from its source of origin to 
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its destination. This traveling time is influenced by two major factors (1) the number of hops that a packet 

travels, and (2) how much busy is the medium around each hop. After receiving a packet, a mobile node 

needs to get access to the medium. The access method depends on what type of medium access mechanism 

is used. If medium access control algorithm like CSMA/CA (i.e., 802.11) is used, a mobile node is allowed 

to transmit a packet if it finds the surrounding medium is free. Otherwise, a mobile node needs to wait for 

a random period of time. This waiting time of each node also depends on how many mobile nodes are 

there in a given region and how much traffic each of these mobile nodes is carrying. If the transmission 

range is low, a packet will travel many short-hops. Hence a packet needs to wait at many hops and it takes 

longer time to travel. On the other hand, if long-hop routing is used, a packet needs to wait at few numbers 

of hops. To investigate this issue, a network consisting of 100 nodes was created in NS-2. The mobile 

nodes were placed over area of 1000m × 1000m. Ten different CBR connections were set up in the 

network. The simulation results are shown in Fig. 11. This figure shows that the end-to-end delay per 

packet depends on the transmission range of a mobile node. A low transmission range increases the 

end-to-end delay per packet. But the variation in the end-to-end delay with the transmission range is not 

significant for a small network. The reason is that a packet travels only a few hops (i.e., one or two) from a 

source to a destination in a small network. But the delay variation is more significant for a large network. 

For example, when the network size was medium (i.e., 200 nodes) and the transmission range was 

increased from 200m to 250m; the delay per packet was reduced by 20%. This delay was further reduced 

by 30% as the transmission range is further increased from 250m to 300m. For a network size of 300 nodes, 

there is a reduction in delay of 40% as the transmission range is increased from 200m to 250m. The figure 

also shows the delay per packet is further reduced by 30% when the transmission range is further increased 

from 250m to 300m. 

 

Fig.11 End-to-end delay comparison 

3.7 Packet loss 

Packet loss is another important parameter that affects the performance of a MANET. It is very crucial 
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issue for MANETs that are deployed for multi-media applications as well as for defense applications. 

Three major reasons for packet loss are (1) packet dropped due to limited buffer size of a mobile node, (2) 

packet loss due to packet collision, and (3) packet was received at a signal level that is less than a threshold 

value. Each mobile node has a buffer of limited size. After receiving a packet, a mobile node keeps the 

packet in the buffer for a temporary period of time. Packets wait there until mobile node gets access to the 

medium to transmit that packet. If a mobile node handles too much traffic, there is high probability of 

packet loss due to limited buffer size.  It is shown in [5] that controlling transmission range of a mobile 

node can reduce packet loss due to limited buffer. Another cause of packet loss is packet collision. 

Short-hop routing has gained a lot of support to reduce packet loss in a network due to packet collision. 

The packet collision probability for IEEE 802.11 MAC layer has been formulated in [23], which is given 

by equation 5. 

	 � 1 � ������                                   (5) 

 

,where n is the number of neighbors in a given region, α  is the parameter of the exponential back-off 

duration and this 1/α has units of time. When the transmission range is low, the number of neighbors in a 

given region will decrease. Hence the packet loss will be reduced. However, the parameter α  depends on 

how much traffic is there in a given region of a network. Another reason of packet loss is due to weak 

signal strength. It is mandatory that packet should be received at a mobile node with a power (i.e., received 

power) that should be more than a threshold value. Otherwise, a mobile node cannot correctly decode the 

information content of a packet. The received power varies with the distance between two nodes and 

expressed by the following equation: 

           ���
�

��
                                     (6) 

 

,where d is the distance the packet has traveled and n is a path loss exponent. The value of n varies 

between 2 to 4 depending upon the locations. Short-hop routing has gained a lot of support to reduce 

packet loss due to poor received power. The reason is that when a packet travels small distance, the 

probability of receiving the packet at a power level above the threshold value is high. Hence there is less 

chance to lose a packet due to weak signal level. On the other hand, if long-hop routing is used, there is a 

high probability that the signal strength will go below a threshold value. Hence there will be more packet 

loss in the network.  

 

In order to investigate the packet loss probability, a network consisting of 200 nodes was created. The 

mobile nodes were placed over an area of 2000m × 1000m. Ten CBR connections were set up in the 

network. To test the packet loss probability due to high traffic intensity, we increased the packet generation 

rate.  The delivery ratio performance is illustrated in Fig. 12. It is shown in this figure that there will be 

very negligible packet loss in the network if there is not too much traffic in a network. The delivery ratio is 

almost 100% up to packet generation rate of 4.0 packets/sec. After this point, the delivery ratio decreases 

rapidly. The delivery ratio remains high for the low transmission range (i.e., 200m). 
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Fig.12 Delivery ratio performance 

3.8 Mobility 

Dynamic topology is an inherent characteristic of MANET. Mobile nodes are free to move at any time 

and at any direction. Network performances such as packet loss and hence the network throughput is also 

related to the mobility condition in a network. Since communication in  MANETs is of multi-hop nature, 

route ‘breaks’ when an intermediate hop moves out of the reach of previous hop. Route breakage is 

handled with the route maintenance mechanism of reactive routing protocol. When a route breakage occurs, 

some packets are lost because these packets do not have any route available to travel. Hence packet loss in 

the network will increase with the increase in the mobility of the nodes. To test the effects of mobility on 

packet loss, a mobility model called random waypoint model was again used. To test the performances of a 

network under different mobility conditions, a network consisting of 200 nodes was created. The mobile 

nodes were placed over an area of 2000m × 1000m. The mobile node’s speed was set to 20 m/second. The 

transmission ranges were varied and the network was tested again for different topologies. The pause time 

was also varied to investigate the network performance under different mobility condition. The initial 

pause time was set to 200 second. Then the pause time was decreased to 150 second and 100 second. The 

simulations were run for 250 second.  The pause time of 100 second means the highest level of mobility 

condition in the network. The results of the simulations are shown in Fig.13. It is depicted in this figure 

that the delivery ratio is high when the transmission range is high. Using higher transmission range a 

mobile node takes longer time to move out of the reach from its neighbor. On the other hand, a mobile 

node quickly moves out of the reach of its neighbor if transmission range is low. Fig. 13 also shows that 

the delivery ratio is almost 95% when the network has the least amount of mobility (i.e., pause time is 200 

second).  For higher mobility   condition (i.e., pause time is 100 second), the delivery ratio is 30% for 

the transmission range of 200m. The delivery ratio improves with the increase in transmission range. For 

example, the delivery ratios were 35% and 45% for the transmission ranges were 250m and 300m 

respectively. We can conclude from the simulation results that the long-hop routing is suitable for high 

mobility condition. On the other hand, under a low mobility condition transmission range has a little 

impact on the delivery ratio. 
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Fig.13 Delivery ratio under mobility condition 

 

 4. CHOOSING SHORT-HOP OR LONG-HOP ROUTING 

 

From the simulation results presented so far in this paper we can conclude that long-hop routing and 

short-hop routing have their own advantages and disadvantages. While choosing the right one between 

these two routing algorithms one should consider the intended application of MANETs. MANETs typically 

require multihop routing since it covers a large area and the mobile node has limited transmission range. 

One of the main challenges of MANET is to support high data rate over multiple hops where link quality 

of each hop is different and changes over time. The lack of a centralized administration and high mobility 

of users are the major obstacles in attaining high network throughout. From the network throughput 

investigations it is evident that long-hop and short-hop routing are directly related to the network 

throughput. Fig. 4 shows that a maximum throughput was achieved when the transmission range was the 

maximum (i.e., range 250 meter). This maximum throughput was achieved at the packet generation rate of 

5 packets/second. But the network throughput decreased very quickly for higher packet generation rate. A 

more sustainable throughput was achieved at the lower transmission ranges. Hence the multimedia 

applications that need higher throughput the short-hop routing scheme is a better choice. On the other hand, 

long-hop is a better choice for medium throughput. The quality of a link between a transmitter and receiver 

is an important issue for MANETs. The quality of link is usually measured by Signal-to-Interference and 

Noise (SNR) ratio. The SNR varies with time because the signal travels through a wireless medium that is 

always changing with respect to time. This kind of SNR variation results in shadowing effects. The 

shadowing effects explain the reason why the signal level may go below a threshold level and a receiver 

cannot detect this signal at this level for a given transmitter-receiver distance. This kind of signal variations 

causes packet loss in a network. It is shown in this paper that a careful selection of transmission range is 

required to cope with this shadowing effects. Fig. 5 compares the packet losses due to shadowing effects 

under different transmission ranges. This figure shows that transmission range should be kept as high as 

possible to reduce packet loss in a network. In mission critical applications (i.e., war field) and industrial 
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process control applications, packet loss should be kept as low as possible. Hence in these applications 

long-hop routing is preferable.  

 

Energy consumption is one of the important design issues for energy constraint applications. The 

battery of mobile node needs to be operative as long as possible. This is a critical issue for a mobile node 

whose battery cannot be replaced or recharged. Mobile node placed in the concrete to monitor structural 

strength is an example for such application. Routing protocols have been proposed to minimize energy 

consumption in MANET. These protocols use different approaches to minimize energy consumption. 

These approaches can broadly be classified in three categories: (1) transmit power control [29, 30, 31, 32, 

33] and [34]; (2) load distribution [35] and [36]; and (3) sleep/power down [37] and [38]. In load 

distribution approach, network traffic is distributed among the mobile nodes so that mobile nodes are not 

over utilized or under -utilized. In sleep-power down approach, some mobile nodes are put into sleep mode 

to conserve battery power. In the last approach, the transmission power of mobile node can be reduced, so 

that mobile node spends less amount of energy while transmitting a packet. Fig. 7 shows that the energy 

consumption can be significantly reduced if short-hop routing is used. Even if the transmission range is 

reduced by only 50 meter, almost 50% energy of mobile node can be reduced. But energy consumption 

may not be a major issue if the mobile node is attached to a very large power source. For example, a 

mobile node located in an automobile may be attached with a large energy source. In this case, long-hop 

routing and short-hop routing in not an important design issue. Maintaining network connectivity is 

another important issue for a MANETs. MANETs are dynamic topologies. Mobile nodes always move into 

or out the network at any time. This kind of movement causes route breakages in a network. Hence packets 

are lost due to route breakage. The number of mobile nodes located in a given region (i.e., neighbors) is 

therefore important for MANETs. If there are higher number of neighbors, there will exist more number of 

paths for a given source-destination pair. Hence if one route is ‘broken’, alternative route will be available 

to continue communication. Fig. 9 shows clearly the effects of number of neighbors on the network 

connectivity. It shows that more neighbors are required to improve network connectivity. But an arbitrary 

increase in the number of neighbors did not ensure 100% connectivity. On the other hand, for static 

network, the less number of neighbors are required to ensure 100% delivery ratio. But long-hop routing is 

a better choice under mobility condition. Categorical energy consumptions by different types of packet 

were presented in Fig. 6. It is depicted there that the energy consumptions by different types of packets 

depend upon the network size. When the network size is large, a significant portion of mobile node’s 

energy is spent in transmitting overhead packets. The routing overhead and Medium Access Control (MAC) 

overhead packets are the major components of total overhead packets generated in MANET. The routing 

overhead analysis (Fig. 10) shows that long-hop routing reduces the number of routing overhead control 

packets generated in a network. Less routing overhead control packets is highly desirable for MANETs. 

Because a huge number of redundant overhead control messages generated in a network during the route 

discovery phase of the protocol affect the performance of a network. By reducing overhead control 

messages, network resources like bandwidth can be used more efficiently for transmitting useful data 

packet. The MAC overhead packet also consumes a significant portion of node’s energy. Hence the 

number of MAC overhead should be kept at a minimum level. The MAC overhead packets in a network 

can be reduced if the number of node in a given region is reduced. By reducing the transmission range, the 

number of MAC packets can be reduced as shown in Fig. 8. Since the MAC overhead packets and the 

routing overhead packets are related to transmission range, the energy consumption can be reduced by 

reducing the overhead control packets. In this way mobile nodes can conserve energy.  Hence mobile 
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nodes will be left with more energy to transmit useful data packet. Quality of Service (QoS) support is 

critical in wireless home application, video on-demand, audio on-demand and voice over IP applications. 

Time bounded services like audio and video conferencing typically require some specified delay guarantee. 

The delay constraint of a network is also related to transmission range of mobile nodes. To ensure network 

delay performance long-hop routing performs better than short-hop routing as shown in Fig. 11. This 

figure shows that long-hop routing improves the delay performance irrespective of network size. But the 

effect of long-hop routing is more effective for a network of large size. Hence long-hop routing should be 

used if MANETs are deployed to support delay constraint applications. To ensure reliable communication 

under dynamic topology is another challenging issue of MANETs. Packet loss in a network is one of the 

major causes of unreliable communication. Mobile nodes temporarily store packets in a buffer and 

transmits packet as soon as it finds the route for the packet. According to the route maintenance technique 

of reactive routing protocol, a mobile node tries to find alternative route if the current route breaks. But 

there is a time gap between the detection of a route failure and the selection of alternative route. During 

this time gap, mobile nodes loose packets. Another reason of packet loss is that the buffer of a mobile node 

may be full of packets, which do not have routes yet. These two cases vary with the mobility conditions in 

the network. If there is more mobility in a network, there will be more packet loss in a network. Fig. 13 

shows that long-hop routing reduces packet loss in a network under mobility condition. When long-hop 

routing is used, packet travels for a few hops from a source to a destination. Hence there is less probability 

that packet will be lost due to buffer overflow. On the other hand, if short-hop routing is used, packet 

travels many hops from a source to a destination. Hence there is a high probability to lose packet at each 

hop. Moreover, long-hop routing ensures less route breakage because a mobile node takes longer period of 

time to go out of range of the previous hops. Not only that route maintenance mechanism of routing 

protocol takes less time to detect faulty link and hence takes less time also to make route maintenance 

actions. The reason is that a route error packet that is used to detect route failure also travels less number of 

hops. Hence source can select alternative route from the route cache within a short period of time. 

 

5. CONCLUSIONS 

In this paper, the performances of MANET have been investigated under short-hop and long-hop 

routing conditions. The simulation results show that it is hard to find an optimum transmission range that 

will meet all the diversified performance requirements of MANETs such as (1) maximize network capacity, 

(2) reduce overhead, (3) reduce energy consumption, (4) improve delivery ration and (3) reduce packet 

loss. But it is shown clearly that the decision whether short-hop routing or long-routing be used depends 

upon the network conditions and it is application specific. Some of the decision criteria are how many 

nodes are there, how much traffic a network is carrying, what is the mobility condition in the network, how 

severe is the shadowing effects, what should be the life-span of the network and how much delay tolerance 

is needed. If the main objective of a network is to reduce the delay per packet, long-hop routing performs 

better. But long-hop routing consumes more energy. Hence it will reduce network life. So if the objective 

of a network is that it should be kept operative a long as possible, short-hop routing is a good choice. 

When there is more mobility in the network, long-hop routing helps to reduce packet loss. If a network has 

problem with high overhead packets, long-hop routing is preferable because it produces less overhead in 

the network. Hence we can conclude that there is no definite answer for the question that when one should 

use shot-hop routing and when one should use long-hop routing. One should choose either long-hop 

routing or short-hop routing depending upon the network conditions, performance objectives and 
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applications of the network. 

In order to investigate the effects of short-hop or long-hop routing scheme on the performances of 

MANETs a wide variety of performances parameters were investigated in this paper. The main reason for 

choosing these performance parameters is to draw the attentions of the interested researchers to do further 

in depth investigations on these issues. For example, the shadowing effects have been investigated 

thoroughly in [39]. Similarly, other effects can be investigated in more details to come up with a concrete 

conclusion about choosing the suitable routing scheme. 
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