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Abstract 

Despite the large and spectacular development in the field of vehicle safety, particularly 
in the context of driver safety needs, solutions remain insufficient and independent. In this 
paper, we propose a new system that has been dubbed 3SD "Security and Surveillance 
System for Drivers". It is a multifunction system as a complete package based on intelligent 
sensors and cameras that constantly monitor the vehicle's environment and the behavior of 
the driver to detect early so potentially dangerous situations. In critical driving situations, 
these systems alert and actively help the driver; if necessary, they automatically intervene to 
prevent or mitigate the consequences of an accident. The package proposed includes an 
application comprising a set of pre-registered drivers in a specialized social network 
interconnected to a geolocation server for distributed real-time sharing of information and 
data useful for security and traffic. The system is based mainly on learning systems for face 
recognition based on advanced algorithms Viola and Jones, PCA and management of drivers 
profiles based on preferences to provide the following features: early detection of sleep, 
unconsciousness and poor driver behavior, security against theft of vehicles, driver comfort 
and control and sharing of traffic information in real time between the conductors.  

Keywords: Security, Surveillance, Detection, Behavior, mobile communication, geolocation, 
Web Service control systems. 

 

1. Introduction 

Facial recognition is part of the broader field of computer vision. The principle of facial 
recognition is very simple: it is to identify a given face to use and more specifically for safety. 
Identification can take many forms: it can be to determine who owns a face to determine the 
owner of an object (eg a car owner), to decide whether or not the face is recognized, or even 
in some cases to determine the characteristic of a face (the emotion or eye condition). Facial 
recognition methods employing the technique of principal component analysis, which marks 
a notable difference from the more classical methods, called geometric or local methods, 
which are based on the particularities of the analyzed face and whose defects are its lack of 
precision, and sensitivity to information that is not relevant. The method we used is described 
as global, since the entire face is then analyzed. Our recognition technique will therefore use 
the method of analysis in principal components (PCA) for Security and Surveillance System 
for Drivers [1][2]. 

The remainder of this paper is organized as follows: in the first part, we present the 
related work, and Viola/Jones algorithm used to develop our system 3SD. Then we present 
general context of "Security and Surveillance System for Drivers" project . Then, the second 
part presents the analysis and design of the project, beginning with defining the main features. 
Then, in the third part, we present the platform with an explanation of the different 
components that we have developed. Finally, we describe the system and performed services. 

The remainder of this paper is organized as follows. In Section 2 we review the concept 
and principle of Face Recognition Technology. Section 3 discusses the Viola and Jones 
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algorithm that fits to our application for face recognized. The Study the effectiveness of the 
system and show experimental results were provided in Section 4. The specification and 
Background of the Project of our system is provided in Section 5 and 6. Then the sections 7 
we draw the Functional architecture of the system. Finally we conclude with Section 8 

 
2. Face Recognition Technology 

Automatic face recognition involves three main steps: (1) Face detection, (2) extraction 
and normalization of facial features, (3) identification and / or verification. Some image 
processing techniques may be common to several steps [3][4]. For example, the extraction of 
facial features (eyes, nose, mouth) is used both for detection and for the identification of 
faces. Furthermore, the face detection steps and feature extraction can be executed 
concurrently. It depends particularly on the nature of the application, the size of the training 
set, and the conditions of shooting [3][4]. In our case the size of the training set is medium in 
size with the shooting condition is controlled. Subsequently we present the two most 
recommended approaches adapted to our application domain for road safety: 

2.1 Approaches based on knowledge 

This methodology is interested parties facial features such as the nose, mouth and eyes. It 
is based on the definition of strict rules from the relationship between facial features. These 
methods are primarily designed for face localization. In [5][6], the authors use a rule-based 
method. First, the facial features are located using the projection method to detect edges of a 
face. To do this, starting with the low-resolution images, a set of face candidates is 
determined by a set of rules to check for uniform regions in an image. The face candidates are 
then verified by searching the existence of prominent facial features by calculating local 
minima at higher resolutions [7]. An interesting feature of this technique "top down" interest 
search area is to reduce the computation time required by the use of images downsampled. 
Unfortunately, this technique causes many false detections and a low rate of detection. 

2.2. Approaches based on the "Template-matching" 

The templates can be defined to be "manually" or using parameterized functions. The 
idea is to calculate the correlation between the candidate image and the template. These 
methods still encounter some robustness issues related to changes in light. This technique 
uses a set of invariants describing the model's face. To determine the invariants to changing 
light conditions to characterize the different parts of the face (such as eyes, cheeks, and 
forehead); this algorithm and calculates the luminance ratios between the areas of the face 
and retains the directions of these reports. 

Learning is performed on a very wide range of positive images (that is to say containing 
the object) and negative (not containing the object). Thousands of examples are usually 
required. This training includes: 

• The calculation of pseudo-Haar features [7] on the positive and negative examples. 
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• The drive of the cascade to each stage of the cascade, a strong classifier is trained by 
AdaBoost. It is built up by successively adding weak classifiers trained on one 
characteristic, to obtain consistent performance to the detection rate and false alarm for the 
desired floor. 

Figure 1 shows the process of the algorithm used for data stored in an XML file and how 
to classify each image location [9]. 

 

Figure 1. How PCA works 

 

2.3. Principal Process of Face Recognition 

The principal component analysis (PCA) [8] was invented in 1901 by Karl Pearson. Now, 
it is mainly used as a tool in the analysis of data and for the production of predictive models 
(Figure 2). PCA is a mathematical procedure which uses orthogonal transformation to convert 
a set of observations of correlated variables to a set of values of linearly uncorrelated 
variables called principal components. The number of principal components is less than or 
equal to the number of original variables. This transformation is defined such that the first 
principal component is the largest possible variance and each succeeding component in turn 
the highest possible variance in the constraint it is orthogonal (ie, without correlation with the 
previous components). The main components are guaranteed to be independent only if the 
data set is normally distributed jointly. PCA is sensitive to the relative scaling of the initial 
variables [9]. 

Generally, the main steps to follow are: 

• Face detection. 

• Extraction characteristics. 

• Classification of facial images. 

The characteristics considered are: 

• Local features: eyes, nose, and mouth. 

• Global Properties: feature extraction of the entire image. 
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Figure 2. Global Features 

The "Eigenfaces" and "Fisherfaces" are two basic methods in the proposed approaches 
for face recognition. Both are based on the decomposition of the image on a reduced space 
and in the search for an optimal feature vector describing the image of the face to be 
recognized. The facial images are linearized as vectors x and are expressed as a linear 
combination of orthogonal basis reduced to a selected dimension m. Principal Component 
Analysis PCA or the first face recognition system has yielded results using the method of  
"Eigenfaces " [10]. 

2.4. Classification of facial images 

 2.3.1 Feature extraction 

PCA is a mathematical procedure that uses an orthogonal transformation to convert a set 
of possible values of a correlated variable M to a set of values of an uncorrelated variable K 
called principal components (Figure 3)[11][12]. 

 

 

        Figure 3. Image Classification 

 

2.3.2 Classification by characteristics 

This transformation is defined such that the first principal component has the most 
dominant characteristics of the data set and each succeeding component in turn has the 
following characteristics most dominant possible, under the constrained that it be not 
correlated with the previous components. The following Figure 4 show the efficacy of the 
clarification by characteristics: 
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Figure 4. Classification by characteristics 

 

2.5. Viola and Jones algorithm 

Viola and Jones [13] is a method of object detection in a digital image, proposed by 
researchers Paul Viola and Michael Jones in 2001. It is one of the first methods that can 
effectively detect   objects in an image on real-time [14]. Originally invented to detect faces, 
it may also be used to detect other types of objects such as cars or aircraft. The Viola and 
Jones method is one of the best known and most widely used methods, especially for face 
detection and people detection. 

2.5.1. Method Principle 

Viola and Jones method is an approach based on appearance which consists in browse 
the entire image by calculating a number of characteristics in rectangular areas that overlap. It 
has the peculiarity to use very simple but very many features. One innovation of the method 
is the introduction of integral images that allow rapid calculation of these characteristics. A 
second important innovation is the selection of these characteristics by boosting and 
interpreting the features as classifiers. Finally, the method proposes an architecture for 
combining the boosted classifiers in a cascade process, which provides a net gain in detection 
time. It is divided into two steps: a step of learning of based on a large number of positive 
examples (that is to say, the objects of interest, such as faces) and negative examples, and 
detection phase by applying this classifier to unknown images. 

2.5.2. Characteristics 

Viola and Jones proposed to use the characteristics, that is to say, a concise and 
informative representation, calculated from the values of the pixels. Viola and Jones define 
very simple features, the Haar-like features, which are calculated by the difference of the 
sums of two pixels or more adjacent rectangular regions. The figure below shows examples 
of characteristics proposed by Viola and Jones to 2, 3 or 4 rectangles, in which the amount of 
dark pixels is subtracted from the sum of the white pixels (Figure 5). 
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Figure 5. HaarTraining Rectangles 

2.5.3. Selection of characteristic by boosting method 

The second key element in the method of Viola and Jones is the use of a boosting method 
to select the best characteristics. Boosting is a principle which is to build a "strong" classifier 
from a weighted combination of 'weak' classifiers, that is to say, giving on average a better 
answer than a random draw. Viola and Jones adapt this principle by equating a feature to a 
weak classifier, building a weak classifier which uses only one characteristic. Learning the 
weak classifier is then to find the threshold value of the characteristic to better separate the 
positive examples of negative examples (Figure 6). The classifier is then reduced to a couple 
(characteristic threshold). 

This scheme is an illustration of the architecture of the cascade: windows are sequentially 
processed by the classifiers, and discarded immediately if the answer is negative (F). 

 
Figure 6. Boosting method 

 

3. Study the effectiveness of the system 

Recognition of our solution is the most robust and optimal solution. At the forefront of 
technology, our facial recognition algorithms are optimal for work on images of faces, 
especially image processing, pattern recognition and computer vision. The accuracy and 
reliability of the recognition tool determine the quality of facial recognition systems. Through 
tests carried out, we have demonstrated that our algorithm exceeds the performance of the 
algorithms independent suppliers. In addition, they showed a higher independence to facial 
differences such as pose, mimic, the variance of age, different hair styles, glasses or 
temporary lighting changes. 

3.1 Experimental results  

The experiment shows that all of the methods were capable of determining faces, and the 
Viola-Jones method is able to find image, with separate training and with a high level of 
precision. The results of the experiment for the implemented algorithm, including the average 
time to complete a single image in the database and the accuracy against the tested database. 
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A comparison of the time should be taken cautiously. The accuracy of the Viola-Jones 
algorithm remains fairly consistent between each of the databases, approaching 90%. The 
accuracy of other algorithms is no better than those shown in the Viola-Jones. Though this is 
certainly a means of finding a face in an image. 

Though the algorithm is fast, it is incapable of finding faces in the visible spectrum. This 
is due to the intensity of the background and face colors being the same. The algorithm was 
designed for detection of car driver for security, where the face would be significantly 
brighter than the background. 

 

Table 1. Classifiers average of run time (s) and accuracy (in %) in terms of true detection (TD) and false 
detection (FD) rate. 

Objects 

Database size 

Less than 500 MB 

TD-FD-RT 

Between  500 MB and 10.000 MB 

TD-FD-RT 

More than 10000 MB 

TD-FD-RT 

Face  89-0.05- 1.7 97-0.00-1.99 99.5-0.00-2.20 

Eye 86-0.04-1.3 98-0.00-2.09 98.9-0.00-2.10 

 

Table 1 shows final results of Face have a high accuracy related to eye detection for all 
size of database both for detection (TD) and false detection (FD). And the accuracy increases 
in proportion to the size of the database. So, the evolution of the performance of the detector 
according to the size of the database is taken into account. Although the differences are 
limited, we can make two observations. On the one hand, use a very small data base does not 
provide the best results, confirming that the databases which cover a large part of the image 
are relevant for detecting the face and the eyes. On the other hand, the worst results are 
obtained by minimizing the database. We must find a compromise on the optimal size. 

Another indication in Table 1 shows the execution time required for the face detection 
phase and eyes detection stored in a database, and quantification of the image description, 
using whole database. The performance of the detector according the size of the database 
used is interesting if the average time based detection is prohibitive for any large-scale use. 
Accelerated version offers reasonable execution time, in addition to greater accuracy if we 
neglect the necessary learning phase out pre-processing, extraction and quantification. 

 
4. Background of the Project 

Fatigue, sleep and poor driving behavior can be described as a progressive decline in 
mental and physical alertness that leads to drowsiness and sleep. The degree of fatigue is 
problematic from the moment it compromises the ability of a driver to perform tasks that 
require attention and judgment, and that appeal to his reflexes. In general, the main known 
causes of fatigue at the wheel are:  

• Linked to the driver: The circadian rhythms (biological clock), the state of health 
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(physical and mental), the quantity and quality of sleep, wake time, food, fitness, family life 
and age, etc.  

• Related work: corporate culture, time of day, length of the period of work, lack of 
adequate rest periods, rotating shifts, night work and the importance of mental 
workload or physics, etc.  

• Related to the environment: The ergonomics of the vehicle, the type of travel, road and 
weather conditions, availability of rest areas, the monotony of the road and 
environmental stress (heat, noise and vibration), etc.  

The consequences of fatigue greatly impair driving performance. Indeed, there is a strong 
connection between fatigue and errors that lead to an accident: Fatigue increases the reaction 
time, decreases awareness, impairs judgment, impairs memory, reduces the field of view and 
increases risk of drowsiness and sleep. To solve this problem, the proposed solutions are 
generally limited to the analysis of the particular facts of certain behaviors, for example, if 
the driver no longer turns the steering wheel for a short time and then makes a sharp 
correction trajectory. In this paper, we propose the generalization of the solutions on all 
possible pre behaviors that can often be a sign of deconcentration and increased fatigue based 
on facial expressions or movements. The warning device for the driver that we propose is an 
intelligent system that monitors all the bad driving behavior. In case of abnormal conduct or 
detection of fatigue expressions on the face of the driver, it will be alerted by a signal and a 
message on the screen to recommend to pause or by performing certain actions in order to 
attract the driver's intention namely; automatic opening of windows, increasing the volume or 
change the radio channel, change the layout or the vibration of the seat or the mandatory stop 
in the next rest area by the automatic pump shutdown injection fueled by calculating the 
required depending on the remaining distance etc. 

Another problem that we will discuss for an integrated solution is the protection of 
vehicles against theft. Car theft is a global problem and very expensive. Indeed, several 
solutions are available but are still very limited and insufficient against theft crime that 
continues to increase. In this perspective, we propose an innovative solution based on the 
detection of persons authorized to drive the vehicle. 

The third category of problems related to the safety of drivers arises in the context of 
safety in the road. It is the sharing of information between the conductors. Information 
sharing between drivers via a dedicated social network is an effective way to road safety and 
to reduce the accident rate. 

Thereafter, we will propose a detailed study of an adequate and effective solution to these 
three problematic in a single package consisting of: 

• An embedded system in the vehicle with three cameras and special sensors for security 
against theft, self-regulation of the vehicle devices to the profile of the driver and for the 
detection and control of sleep and bad behavior. 

• An application to oversee the security process through a web service. 
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• A social network for the dissemination and sharing of information between the drivers in 
real time. 

• A Mobile application, used by the police officers that offers the ability to view alerts 
sleep or theft of vehicles in order to arrest the suspects. 

 

5. Functional study of the 3SD physical components   

The system services that we offer are mainly based on the direct control of the driver. 
Therefore, the automatic identification of the driver and those exact behaviors and knowledge 
of the state of the external environment via high-resolution cameras are the basic key for our 
solution. To achieve this objective, the device, which we propose, has three cameras: the first 
focused on the driver to record and filter images on the driver's face in a local database. The 
second camera allows controlling the channel outputs through viewing the road during the 
traffic in order to maintain the path of the vehicle according to the markings and warn the 
driver in case of involuntary crossing. The third camera is used to record the state of the 
external environment for possible communication and sharing with a network of drivers all 
the information on road conditions, climate etc.... 

To meet safety requirements, the 3SD system analyzes these images using the Viola and 
Jones algorithm considered as one of the most important methods for object detection and as 
a method of supervised learning. Secondly we will use the principal component analysis 
(PCA). In addition we use emerging technologies in mobile communication, geolocation, 
Web Service and control systems. Another component in the integrated 3SD device allows 
detecting the accident via the automatic calculates the degree of shock and degradation of 
speed. This component (Accelerometer) which is associated with a location-based map is 
used to communicate the geographical position of the accident in real time. 

 

6. Analysis and specification 

6.1 Main functionalities 

This section is reserved the enumeration and the description of the different features that 
the system must ensure 3SD. After a thorough analysis, we came to identify the following 
features: 

• Management of drivers, vehicles and accounts: Every vehicle owner can perform 
different managements to add, modify and delete vehicle users and accounts. 

• Security against theft: Once the camera detects the face of a person who is not 
registered in the database, a message must be sent to informing the phone owner that a person 
is using his car so that it notifies the agency in order to locate the vehicle and report it to the 
police. Figure 7 present the process of security for car protection and against theft (1:detection, 
2-3:identification,4-10:notification,5-6-7:traitment, 8-9: localization) 

www.macrothink.org/npa 107 



 Network Protocols and Algorithms 
ISSN 1943-3581 

2015, Vol. 7, No. 1 

 

Figure 7. Security process against theft 

• Sleep detection and driver behavior: To enable detection of the eyes, the vehicle speed 
must be greater than or equal to 80 km / h, in this case the camera starts to detect and classify 
the eyes of drivers (open or closed). If the camera detects that the driver's eyes remain closed 
more than two seconds, here it begins the process of driver safety with a series of reactions 
(alarm, radio, electric windows, SMS, Geo location). The process presented at the  Figure 8 
(1-2:activation, 3:detection, 4:identification, 5-6-7:traitment, 8-9-10: localization, 
11-12:notification) 

 
Figure 8. Sleep detection process 

• Triggering alarm, radio and electric window: As mentioned earlier, if the camera detects 
that the driver's eyes remain closed more than 2 seconds, an alarm is initiated, the radio starts, 
and a power-window opens to wake the driver. 

• Sending a text message to a sender: If the camera detects that the driver is in the 
process of sleep a 2nd time, an SMS is automatically sent to a member of his family (the 
phone number is preset) to inform that the driver is in danger. 

• Sending alert to the server: If the camera detects that the driver is in the process of sleep 
a 3rd time, an alert should be sent to the remote server (Web Service) to enable the agency to 
recover the alert in order to locate and report the vehicle. 

• Geolocation vehicle: After sending the alert, the web application locates the vehicle 
with a GPS and seeks the closest station to stop the vehicle or informs the nearest police 
roadblock to stop it. 
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• Social Networks: With our system, the driver can receive offers, notifications, 
additional services, as himself can share photos, events, alerts (in case of accidents), etc ... All 
this in a social network that brings together all subscribers of this service. 

• Geolocation alerts: Vehicle locating and police roadblocks, continuing alerts and the 
ability to determine the shortest path of a vehicle at a police checkpoint. 

• Data management: The management of subscribers (Add, Delete, Edit, View), font dam 
management, sales administration and management of alerts. 

• Black List: This is a blacklist to record drivers who exceed five alarms, and are 
considered a danger to others on the road. 

 

7. Functional architecture of the system 

The functional architecture of the system, as shown in the Figure 9 below, consists of: 

  
Figure 9. Application architecture   

7.1 Server (web application) 

It is a part used to receive alerts (security or sleeping) with all information regarding the 
alert type, geographic coordinates, owner information, in order to view this alert in a map to 
track in real time of this alert. 

This section also allows the management of offers before sending them to the driver, as 
well as the management of subscribers and vehicles. 

7.2 Desktop (Vehicle) 

This part is used to locally treat the security process against theft and sleep of the driver 
to send an alert regardless of the type of the alert to the server to process it. 

7.3 Web Service 

This part acts as the intermediary between the application of the system and the exchange 
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of information (the case of social network) and sending to server vehicle alerts and sending server 
alerts to police officers. 

7.4 Mobile Application (Police Officer) 

This part is used by police officers to receive alerts sent by the server and arrest suspects 
who pose a danger to the road. 

 7.5 Social Networks (Social Network) 

In the context of new technologies that have emerged in recent years in the field of 
automobile manufacturing, we aim to create a complete system that changes the traditional 
view that says a vehicle is only used to move from a point A to point B. With our system, the 
driver can receive offers, notifications and additional services, share itself photos, event alerts 
(in case of accidents), etc. All this is in a social network that brings together all subscribers of 
this service. 

7.6 Web application (the agency) 

Management of alerts: provides various monitoring operations and traffic alerts dam or 
the nearest police station, using algorithms known in the domain. For the location of alerts, 
we use the API V3 Google Maps (Figure 10). 

 

Figure 10. Alert signalling process 

• Management of subscribers: This is to ensure that the various managements CRUD 
(add, edit, delete, view) of subscribers for better control the flow of data alerts, offers and the 
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social network. 

• Management of vehicles: This task is to ensure the different managements CRUD (add, 
edit, delete, view) of vehicles to better control the flow of data and alerts subscribers. 

• Management of tenders: This part covers the different management’s offers that are to 
notify the subscriber of the latest services. These services include weather, road conditions 
and many other services. 

• Black List: In order to properly control the alerts, we added the principle of Black List. 
Once an alert is repeated five times, the vehicle is automatically considered as a danger on 
the road and is recorded in the black list. 

7. 7 Mobile Application (Police Officer) 

• Management of alerts: It consists in receiving alerts with all the information on the 
vehicle, the driver and the real-time vehicle location. All this is in order to stop drivers that 
can cause traffic accidents. 

• Locations of dams / stations: To ensure the real-time location of the police officers, a 
feature was added to our mobile application that detects the change of coordinates (latitude 
and longitude) and sends them to the server to update the level of agency. 

7.8 Web Service 

The creation of a web service to ensure communication and data exchange between 
heterogeneous systems and applications in distributed environments. This is therefore a set of 
functionality exposed on the internet, by and for the application (the agency) or machines 
(Vehicles) without human intervention, and synchronously. 

 

8. Class diagrams and Interfaces  

Class diagrams of Figure 11 and Figure 12 play a central role in the project analysis and 
design of object-oriented application. They have a set of static model elements, content 
(internal structure) and their relationship to other elements. 

8.1 Vehicle 

The following diagram shows the class diagram of our desktop application to manipulate 
the data. 
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Figure 11. Class diagram for the management of vehicle 

 

8.2 Agency 

 

Figure 12. Class diagram for the management of agency 
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Figure 12 shows schematically the interface used for adding a new vehicle with all the 
necessary information. It also offers the ability to edit or delete the vehicle. 

 

Figure 13. Interface for Vehicle Management 

This interface (see Figure 14-a) is used for configuring the GSM modem and the phone 
number to which to send the SMS alerts. 

 
Figure 14-a. Interface configuration 
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This interface (see Figure 14-b) deals with the process of sleep detection. For example, 
we can see from the figure above that the system detects and classifies the driver's eyes 
(Open / Closed) after reaching a speed of 80km / h. 

 

 
Figure 14-b. Interface for the treatment of the process of sleep detection 

Our web application provides the ability to view alerts (sleeping, Security) and 
geolocation in the map to determine the shortest route alerts to police roadblocks (Figure 
14-c). 

This application also offers the possibility of managing subscribers, vehicles and fonts 
dams and many other services which here the host interface: 
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Figure 14-c. Main Interface of 3SD Web application 

 

9. Conclusion 

In this paper we presented an effective method of face and eyes detection, to link the 
images stored in the database and faces describing how to drive by the driver. This detection 
method is both fast and inexpensive in terms of learning, and poses no scale-up problems. To 
provide these features, the system is based mainly on learning systems for face recognition 
based on advanced algorithms Viola and Jones and PCA and management of driver profiles 
based on preference. 

As application we have presented in this article 3SD a new system that provides security 
and monitoring of drivers based on intelligent sensors and cameras that constantly monitor 
the vehicle's environment and driver behavior to detect a prematurely potentially dangerous 
situations and automatically intervene to prevent or mitigate the consequences of an accident. 
Our solution has proposed a package consisting of: 

• An embedded system in the vehicle with three cameras and special sensors for 
security against theft, self-regulation of the vehicle devices to the profile of the driver and for 
the detection and control of sleep and bad behavior. 

• An application to oversee the security process through a web service. 
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• A social network for the dissemination and sharing of information between the 
drivers in real time. 

• A Mobile application, used by the police officers that offer the ability to view alerts 
sleep or theft of vehicles. 

As a future work, we plan to address the ambiguities between behaviors, face and eyes . 
We could group the instances of a single class on visual criteria based on dataming and 
classification to refine and spread the detection by the forecast notion. The analysis of the 
face and eyes can also be refined, using the related behavior recognition with the manner of 
driving: many entities used here are emotions, but we are counting their occurrences 
separately and those of their definition. We also plan to address the ambiguities between 
behaviors and emotions named the same frequency, instead of ignoring a basic classification 
context. Finally, our system could use indexing, image, eyes and behavior to accelerate 
research and minimize the processing time. 
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