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Abstract 

A MANET, in order to work properly, needs its nodes to work collaboratively. This is not 
always the case, and thus tools are developed to detect and identify uncooperative nodes. In 
this paper we present TADSR, a protocol based on an already existing secure routing protocol 
on top of which it adds trust management features. Our aim is to detect rogue nodes, and also 
to improve the overall performance of the original protocol. The information gathering 
process will encompass both direct means and an indirect process through which other nodes 
will provide their own assessments. Then, a punishments and prizes system will try to get 
involved as many nodes as possible to improve the network performance.   
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1. Introduction   

Due to the lack of a predefined infrastructure, ad-hoc networks need a routing protocol in 
order to grasp the underlying network topology before starting the communication between 
any two nodes. Furthermore, in some cases the nodes are expected to be mobile, Mobile Ad 
hoc Network (MANET). In such networks the routing protocol is required to be able to react 
swiftly to the mobility of the nodes and their subsequent location changes. The 
communication between two nodes could be stopped abruptly because of these changes, and 
when it happens they must react quickly to find a new route if they are to keep the link alive. 

There are long time established routing protocols designed specifically for this kind of 
networks [1]. They offer several choices so that the protocol can be tailored to the actual 
network where they will be operating. 

Routing protocols are basic in MANETs in that they provide a key functionality needed 
to establish communications. However, they are not enough to fulfill by themselves all the 
requirements of the network, since they lack the means to assess the behavior of the nodes. 
Even when the routing protocol is working properly, there can still be rogue nodes that do not 
comply with their duty of forwarding packets. As the network lacks any kind of central 
infrastructure in charge of the transport layer among the nodes, and provided it also lacks 
ferry nodes [2], it needs the joined effort of all the nodes to make up for it. 

Secure routing protocols [3] are the first step to allay the problems posed by eventual 
rogue or non-collaborative nodes. They require all the nodes to be identified/certified prior to 
its joining the network, in order to avoid the possibility of foreign nodes taking part of it. A 
shortcoming of this system is that even if there is an access control that verifies the nodes as 
they join the network, its future behavior cannot be controlled. 

Trust management [4] is yet another system developed to mitigate the failures or loss of 
performance in the network due to non-cooperative nodes. Unlike secure routing protocols, 
which need credentials, is based upon ratings for each of the nodes. These ratings can be 
either direct, where a node provides information gathered about its neighbors, or indirect, 
where it merely passes along the opinion of a third node about the given one. 

Even if trust management system can control the network by itself [5] without any 
external help, there are however more complex scenarios which also demand some kind of 
user control. In those cases a secure routing system, thus ensuring that only authenticated 
users can join the network, working together with a trust management system in charge of its 
operation are the tools needed for its proper working. 

In this paper we present a protocol that combines both secure routing and trust 
management for its use in MANETs (TADSR). Although joining the network will still be 
granted after showing the proper credentials / certificate, from there on its behavior will be 
assessed through a trust management policy, and it shall be each node's task to evaluate the 
information gathered both by itself and by the rest of the nodes in the network. 
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The rest of the paper is organized as follows: Section 2 will deal with secure routing and 
trust management in MANETs. We will introduce our protocol in Section 3. Our results will 
be presented and discussed in Section 4. Finally, Section 5 will show our conclusions and 
future lines of work. 

 

2. Routing and Trust Management in Ad Hoc Networks  

2.1 Routing in MANETs 

MANET routing protocols [1] have several key features that sets them apart traditional 
ones. Since there is no predefined infrastructure or topology in the network, some messages 
must be exchanged to discover the current state of the network. There are three paradigms to 
carry out this process: 

• Reactive protocols only start the route discovery when there it is needed, i.e. when a 
node tries to reach another one to which does not know a working path. Examples of such 
protocols are AODV [6] or DSR [7].  

• Proactive protocols are continuously scanning the network in order to always keep 
an accurate map of the connections between the nodes. However, they need more control 
packets than reactive protocols. Examples of this protocol are DSDV [8] or OLSR [9]. 

• Hybrid protocols mix both approaches, usually using a proactive protocol at a local 
level and a reactive protocol at the global one. One protocol using this technique is ZRP [10]. 

Another relevant feature according to which we can categorize routing protocols is the 
kind of routing they use: 

• Source Routing: The node starting the communications explicitly sets the route to 
follow until its destination, e.g. DSR [7] 

• Hop-by-hop Routing: The node sending the packet just indicates their destination 
and the next hop / node to process it, e.g. AODV [6], DSDV [8]. 

Other significant features of MANET routing are whether they use a single path to reach 
their destination, or if on the contrary they use several paths simultaneously to reach the same 
node, multipath protocols [11]; and also whether there is a differentiation of functions among 
the nodes, hierarchical or non-hierarchical network [12]. 

Because of the great potential of MANETs, there are some scenarios where it is 
mandatory to put in place secure routing protocols, such as emergency, rescue teams or 
military deployments among others. Several MANET secure routing protocols were 
developed to give answer to this need, most of which were based upon any of the 
aforementioned routing protocols. Thus, we have ADSR [13], ARIADNE [14], SDSR [15] 
and SRDP [16] based on DSR [7]; ARAN [17], SAODV [18] and SEAR [19] based on 
AODV [6]; SEAD [20] based on DSDV [8]; or SOLSR [21] based on OLSR [9]. Each one of 
these protocols guarantees its security through different means such as symmetric or 
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asymmetric cryptography, digital signatures or Message Authentication Code (MAC). 

2.2 Trust Management in MANETs 

Reference [22] shows that the way of assessing trust is also dependent on the kind of 
network we are dealing with. Thus, we have to start by defining what we understand by trust, 
and we will do so beginning with the definition given in [23]: “Trust is defined as a belief 
level that one node can put on another node for a specific action according to previous direct 
or indirect information from observation of behaviors”. This means we are implicitly trusting 
that a node's behavior will be the one we would expect according to its past actions. 

After having defined what we consider “trust”, we are going to classify the ways of 
managing it in the network, according to different criteria.  In [24] is proposed that the 
network assessment can be either centralized or decentralized; either proactive or reactive; 
and, finally, either intensional or extensional. A different classification is shown in [25], 
where the management or evolution model is based on information theory, graph theory, 
collaborative game theory, non-cooperative game theory, or computational intelligence. 

In addition to choosing the criteria according to which trust will be evaluated in the 
network, we also need to establish the procedures to follow in order to make the assessment. 
This means we have to define, among all the possible alternatives, how each node's 
trustworthiness is going to be measured. Reference [26] proposes a scheme in which trust 
management has three phases: information gathering, scoring and ranking, and response. 
Each of these three steps must be detailed, together with its relations, so that the trust 
management process gets the necessary consistence to work properly. 

Rightly assessing the nodes of a network is a fairly complex task. It is indeed possible to 
exert a tight control of the cooperation of a node with which we have direct communication 
when we are a party to the conversation. However, this endeavor becomes much more 
complex the evaluation of those of its conversations we are not involved with, and even more 
so when we have not even got a direct link with the node. We have followed the proposal 
described in [26] and have organized the three steps of trust management as follows: 

• Information gathering: Information about the behavior of the nodes will be taken into 
account regardless of whether it is direct (nodes with which there is a direct link) or indirect 
(that offered by a node about a third one), even if some models only give value to direct 
information. Direct information will be obtained comparing what packets are sent to a node 
for its forwarding, and which of those are actually sent to their next destination. Indirect 
information is gathered through suggestions, warnings, accusations, etc. that each node 
publishes about relevant behaviors. This information can be requested by a node, or broadcast 
spontaneously. 

• Reputation scoring and ranking: After having gathered the information available about 
the nodes' behavior, they are evaluated, both according to the direct information received, and 
if present, the indirect one [26, 27]. The nodes will be classified after this assessment, and a 
node (or a path) will be picked depending on the action to be carried out. 
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• Response: In this last step decisions going beyond pathfinding are taken. There will be 
punitive measures for those nodes that, after examining its performance and responses, are 
deemed rogue or non-cooperative. In the same vein, there will be benefits for cooperative 
nodes. 

 

3. TADSR Implementation   

Trusted ADSR (TADSR) mixes concepts from secure routing and from trust management. 
On the one hand, all nodes wanting to take part in the network must be accredited through a 
key/certificate known to and accepted by the rest of the users. On the other hand, we track the 
behavior of all the participants in the network, and we improve its performance through the 
analysis of the information gathered both directly and indirectly. Such model makes our 
proposal best suited to be used in the so-called “managed ad-hoc networks” [29], since they 
require a previous step prior to being allowed to join the network. Trust management could 
also be used without secure routing, but then we would have to care about other risks, such as 
sibyl attacks [30]. 

Our protocol's aim is to find an equilibrium between security, efficiency, and ease of 
management. It tries to be fair to the nodes in the network, in that it locates and punishes 
those nodes that try to hamper the network or to get profit from gaming it. Trust management 
must be strict enough to be able to find bad-functioning nodes, without being so much of a 
drag on the network that its operation is hindered. The system, thus, shall be able to deliver 
both punishments and prizes without being a burden to the network as a whole. 

This trust management model builds upon the secure routing protocol ADSR, which in 
turn is based on DSR. It uses elliptic curve cryptography and aggregate signatures to get a 
signature size as small as possible for the routing packets. In this line, trust management will 
piggyback on the routing packets to carry out indirect information exchange between nodes. 
This way we can keep constant the number of packets traversing the network, minimizing the 
bandwidth overload. Only a few packets will be needed to carry out specific punitive 
measures, as we will see in section III.B. 

Proper trust management tasks are done, according to the classifications seen in [24, 25] 
through a distributed model. In this paradigm there is no single trusted third party (TTP) in 
charge of trust management; on the contrary, each node is responsible for doing its own 
assessments. This means that the evaluation of trust is neither symmetric nor transitive. 

The protocol can be split in two processes: On the one hand, secure route discovery, 
based upon the features seen in ADSR, but with the functionalities needed for a trust 
management system. On the other hand, the route upkeep, where the information gathered 
both directly and indirectly is assessed, and decisions are taken regarding potential measures 
to increase the performance of the network, including the banishment of misbehaving nodes. 
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3.1 Node and Route Assessment 

3.1.1 Information Gathering 

Information gathering can be carried out using a number of means, both direct and indirect, 
with direct data being acquired by means of a watchdog [31]. Each node's direct trust value (1) 
is computed as the ratio between the total amount of packets the node is expected to forward, 
and the actual number of packets forwarded. Thus, we have a value between 0 and 1:  

𝑇𝑇𝐷𝐷 = 𝑃𝑃𝑓𝑓
𝑃𝑃𝑓𝑓+𝑃𝑃nf

∈ [0,1]                            (1)  

where TD is the direct trust value, Pf is the number of packets forwarded, and Pnf is the 
number of packets that should have been forwarded, but actually have not. There will be two 
different counters Tc (2) and Td (3), one for missed routing packets and another for missing 
data ones. These values will be used in the decision-making process regarding some 
suspicious node. 

 𝑇𝑇𝑐𝑐 = 𝑃𝑃𝑐𝑐𝑓𝑓
𝑃𝑃𝑐𝑐𝑓𝑓+𝑃𝑃cnf

∈ [0,1]                           (2) 

𝑇𝑇𝑑𝑑 = 𝑃𝑃𝑑𝑑𝑓𝑓
𝑃𝑃𝑑𝑑𝑓𝑓+𝑃𝑃dnf

∈ [0,1]                           (3) 

where Tc/Td is the control/data direct trust value, Pcf / Pdf is the number of control/data 
packets forwarded, and  Pcnf / Pdnf is the number of control/data packets that should have 
been forwarded, but actually have not. 

Indirect information can be harvested through several ways. Proposed routes can be 
evaluated according to different models. The first one is an individual assessment of each of 
the nodes composing the path, while the second one is an evaluation of all the nodes in the 
route as a whole. In both approaches a trade-off must be done: with an individual judgment 
every node gets to know the opinion the rest of the network has about them. Should a node 
find itself aggrieved by another one's opinion, it is able to take reprisals. On the positive side, 
an isolated assessment of each node facilitates individual decisions without needing to know 
the full path. 

We will use a node-by-node assessment in our protocol. Each of the assessment of the 
nodes composing the path will take a value between 0 and 1, Tli∈[0,1], where Tli is the 
indirect assessment of the i-th node in the path. These values are included into the route reply 
packets of the route discovery protocol sent by the destination node, and it will be the source 
node who, after gathering all the information about possible alternatives will determine the 
route through which packets will be sent. 

Taking advantage of REP packets instead of using specific ones allows us to stay within 
the reactive philosophy of DSR, and keeps at a minimum the bandwidth overhead needed for 
indirect information exchange. Furthermore, since ADSR is a source routing protocol where 
the node wishing to start a communication is who will choose the route to be followed, this 
additional information will be a great aid when taking the decision. 
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The final aggregate value for the indirect information (4) will be computed according to 
a weighted average of the data supplied by the other nodes [32]: 

 

𝑇𝑇𝑛𝑛,𝑚𝑚
𝐼𝐼 = ∑ 𝑇𝑇𝑖𝑖,𝑚𝑚⋅𝑇𝑇𝑛𝑛,𝑖𝑖𝑖𝑖∈𝑂𝑂

∑ 𝑇𝑇𝑛𝑛,𝑖𝑖𝑖𝑖∈𝑂𝑂
∈ [0,1]                        (4) 

 
where 𝑇𝑇𝑛𝑛,𝑚𝑚

𝐼𝐼  is the indirect trust value node n has about node m; 𝑇𝑇𝑖𝑖,𝑚𝑚 is the trust value 
provided by node i about node m, 𝑇𝑇𝑛𝑛,𝑖𝑖 is the trust value node n has about node i and O is the 
number of hops in the route. 

3.1.2 Scoring and Ranking 

As we are using a source routing protocol, when a communication is going to be established 
the starting node must pick one of the routes it has cached. We are going to start supposing a 
node has the full range of assessments, both direct and indirect, regarding every node in every 
path, and provided that none of the involved nodes is banned from the network nor carries 
any other penalty, since penalties will be studied in depth in section 4.2. In this case, it has all 
the data it needs to fully evaluate each possible path, taking into account both direct and 
indirect information. The final trust value for a given path shall be the weight summation of 
the direct and indirect information (5), averaged by the route length: 

 

       𝑇𝑇𝑛𝑛,𝑚𝑚 = 𝛼𝛼𝑇𝑇𝑛𝑛,𝑚𝑚
𝐷𝐷 + 𝛽𝛽𝑇𝑇𝑛𝑛,𝑚𝑚

𝐼𝐼  ∈ [0,1]                     (5) 

 

where 𝑇𝑇𝑛𝑛,𝑚𝑚 is the aggregated trust value node n has about node m; α is the relative weight 
direct values are given; β=1-α is the relative weight of indirect values; 𝑇𝑇𝑛𝑛,𝑚𝑚

𝐷𝐷  is the direct 
trust value node n has about node m; and 𝑇𝑇𝑛𝑛,𝑚𝑚

𝐼𝐼  is the indirect trust value node n has about 
node m. 

It must be noted that the opinion a node has about another is not commutative, and 
therefore all of them are relevant to the final value. There might be a node with a hostile 
attitude towards some others, and this will be included in the information gathered. Finally, 
after having gained the information concerning each of the possible paths, the originating 
node will rank them and will decide upon one. 

The main difference with other previous trust management protocols based on DSR 
[33-36] is that we try to favor the involvement of the nodes, and one measure towards this 
goal is to reduce the workload of those nodes showing a collaborative behavior, lowering the 
amount of packets they are asked to forward. 

The first step is the consideration for those routes above a given participation threshold. 
Even though the main criterion when choosing a path is still the number of hops so that the 
global number of forwarded packets is as low as possible, in the event of a tie a 
MINMAX(trust) [37], decision theory strategy, will be used as the deciding factor. This 
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means that the nodes with the highest trust in its path will be compared among each other, 
and the route with the “losing” one will be picked (should there be a tie, the next higher 
valued nodes will be compared and so on, and finally the most recently used route will be 
used, all other factors being equal). 

This selection method rewards those nodes with highest trust (the most collaborative 
ones), since the bulk of the network traffic will be diverted away from them whenever 
possible, allowing them to keep their resources so long as it does not impact the overall 
performance of the network. In order to achieve this goal, and to avoid disrupting the 
network's operations, we must also set different decision thresholds regarding the 
categorization of the nodes defined in the response phase. The election of a different value for 
the threshold of suspicion and suspension will depend on various factors relating to the 
network such as security, node density, number of communications, etc. [36] 

Other differences regarding thresholds protocols employing [33-36] to locate 
misbehaving nodes, is that although the path selection depends on the source node (it uses 
indirect information but it takes the final decision of the selected route), the policies of 
punishment will depend on the evaluation of a subset of nodes and not in the opinion of a 
single node, as detailed below.  

3.1.3 Response 

After having assessed all the available paths and picked the most suitable one, the only task 
remaining is to take those punitive measures due as a consequence of the assessments. Those 
measures will be defined according to two thresholds: 

- Suspicion threshold: A node will be marked as suspicious when its trust value falls 
below Ts. When this happens its behavior will be examined more in depth. 

- Suspension threshold: A trust value below this threshold will trigger a suspension 
procedure. 

Since examining every action of every node is unfeasible, the suspicion threshold will act 
as a first alarm so that a suspicious node's full actions can be examined. Its transmission logs 
will be inspected, differentiating between routing and data packets. With this deep inspection 
it will be possible to discriminate, for instance, whether the node is behaving like a black or 
gray hole, forwarding only routing packets. 

Once a node decides to launch a suspension initiative against a suspected offender, it 
generates a banishment proposal packet. A node receiving such a request will verify its own 
data and will check the suspect node's trusted value and whether its recorded levels of packet 
loss in both categories match those reported by the accusing node. If they match, and 
therefore it concurs, the node will send a “1” value indicating its agreement; on the other 
hand, a “-1” value will mean its rejection to the proposal; finally, the “0” value is to be used 
by those nodes unable to give a more definite answer. The accusing node will receive all the 
answers and will weight them according to its trust in each node, in order to decide whether 
there is a sufficient majority to support the suspension. If there is, the offending node will be 
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punished, and the accusing node will send a notification packet through the same path used 
for the proposal, including all the received assessments and the amount of times the node has 
already been suspended. 

3.2 Node suspension procedure 

Since a MANET depends on its conforming nodes to provide end-to-end connectivity, 
the punitive measures taken against one node can affect the performance of the network as a 
whole. Because of this risk special care is needed when delivering punishments, so as to not 
jeopardize proper operations. 

Once the decision to suspend a node is made, the first measure to take would be to forbid 
any route involving it. However, in most cases, this would impose a greater burden on both 
ends of the communication, since the offending node would merely be acting as a relay or is 
part of the unique path available from the source to the destination node. Instead of this, only 
packets starting or ending in the rogue node will be dropped, while it will have to keep 
performing its usual forwarding duties so that no other nodes will be hindered. 

No node suspension will be permanent in any case. The first offense will earn a 
suspension for a given time T. Next one will last twice as long, 2T, and the duration will keep 
growing exponentially, i.e. the i-th sanction will last 2i-1T. 

A rogue node is not guaranteed to start cooperating even after earning a punishment. On 
the contrary, it can remain non-cooperative even after being suspended, so its trust value will 
keep falling even lower. A node whose misbehavior does not subside will not be able to 
recover its trust, and therefore it will be eligible for a new punishment as soon as it fully 
rejoins the network and takes part in any route discovery process. 

When a node receives a packet where either originating or targeting a suspended node, it 
will send back a message informing on when the block started (so that it can be verified that 
it is indeed in effect), together with the actual values and nodes involved in the decision. 
Affected nodes can then verify the validity of the measure, and not count this lack of 
forwarding of a packet as a transgression. Otherwise, the very fact of applying a suspension 
could be considered as a lack of cooperation by other nodes unaware of it. 

 

4. Simulation, Results and Discuss   

4.1 Attacks 

MANET routing protocols have to face with different types of attacks. Following the 
description presented in [38] we can classify them into active or passive attacks. Passive 
attacks are these in which the attacker does not affect the performance of the network. These 
attackers try to extract information eavesdropping the network. Active attacks are these which 
try to disrupt the correct performance of the network. In these attacks is necessary to 
distinguish between internal and external attacks.  External attacks are carried out by nodes 
which do not belong to the network. These nodes try to disrupt or use resources of the 
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network.  Internal attacks are carried out by nodes which are part of the network and attack 
the network trying to use the network in their own benefit or trying to boycott the 
performance of the network. 

Using a secure routing as is ADSR makes that sybil and newcomer attacks [30] cannot be 
employed because each participant in the network has to identify itself, with a certificate 
issued by a Certificate Authority, before it can be part of the network. But there are other 
attacks based on the behavior of the nodes which cannot be detected with a secure routing 
protocol and then a trust management protocol is needed. With the following simulations we 
are testing how the trust management protocol detects black nodes [39, 40]; bad-mouthing 
and conflicting behavior attacks [30] that impede the proper operations of the network, and at 
the same time we are assessing the protocol’s behavior. 

 

Figure 1. Original ADSR protocol 

4.2 Setup 

The protocol has been simulated using NS3 and the DSR protocol developed in [41], with 
several changes applied on top to mimic ADSR behavior. The simulations have been done for 
a 1500x300m area and 50 nodes, simulation parameters are listed in Table 1. The aim was to 
measure the Packet Delivery Rate (PDR) obtained for different stop times, α and β 
parameters, and number of uncooperative nodes (between 0 and 20). Suspicion threshold has 
been 0.7, and suspension threshold has been 0.5. Suspicion threshold was selected as the 
mean of the values obtained in the simulation of DSR in [41]. Suspension threshold was set 
up as a lower value than the lowest value of PDR shown in [41]. We have used a random 
waypoint mobility pattern, with a random node speed between 0 and 20m/s. and at least ten 
simulations have been made for each of the values shown. 
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TABLE I.  SIMULATION PARAMETERS 

Simulation time 5000 s 
Simulation area 1500 x 300 m 
Number of nodes 50 
Transmission range 250 m  
Movement model Random waypoint 
Maximum speed 20 m/s 
Traffic type CBR  
Payload size 512 bytes 
Packet rate 4 pkt/s 

 

 

Figure 2. PDR of ADSR and TADSR 

 

4.3 Nodes’ behavior 

Uncooperative nodes are modeled to correctly answer route discovery packets, but to skip 
packet forwarding. ADSR protects against Sybil and newcomer attacks [30], since route 
discovery packets are secured. Furthermore, conflicting behavior attack [30] is also mitigated 
because the source node is the one who actually chooses the path, so it could detect a 
systematic packet drop by one single node more easily. Figure 1 shows the Packet Delivery 
Rates (PDR) obtained in the original protocol without any trust management. The results 
shown in Figure 1 are not linear, this is due to the mobility of the nodes (for different stop 
times they create different scenarios) and for the existence of black nodes which are 
worsening the performance of the protocol (these black nodes can isolate a node if it is only 
surrounded of black nodes). There is also a very high variability of the results (more than 19% 
between the best and the worst result with a stop time of 200 seconds).  
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TABLE II.  GLOBAL IMPROVEMENT RELATED TO ALPHA 

α % relative improvement %  real improvement 
0 11,164873 8,4813561 

0,25 11,005298 8,3601354 
0,5 10,704079 8,1313157 
0,75 10,424876 7,9192199 

1 9,77048 7,4221099 

 
Figure 3. PDR of ADSR and TADSR (Bad Behavior attack) 

4.4 Results 

Our simulations have used values of α ranging from 0 to 1 (β=1-α), in 0.25 steps. This way 
we have obtained five datasets with which to compare the performance of the original ADSR 
protocol. 

Figure 2 shows how the PDR average (stop time from 0 to 900 s) decreases as the number of 
black nodes increases, and how α = 0, and then β = 1, gives a slightly bigger improvement 
than any other value given all the weight of the final decision to the indirect trust value.  

A clear improvement can be seen compared to the results obtained for the original ADSR 
protocol, with a better PDR even all the nodes behave properly. As the number of 
uncooperative nodes increases (black hole attack), so do the benefits of our protocol, 
achieving a 14% improvement over the global PDR (which translates into a 21% relative 
improvement compared with the original ADSR protocol), relative and real improvement for 
the different values of α are shown in Table II. 

Figure 3 shows how the bad behavior affects the performance of the protocol. In this case, the 
bad behavior nodes attack to the 40% of the communications. It can be seen that the 
performance of the protocol is better when TADSR is activated. In Figure 4 are shown the 
results when added to de bad behavior attack the nodes deployed a bad mouthing attack. Also 
in this scenario, the trust management protocol improves the performance of the network.  
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4.5 Discussion 

The results obtained in our simulations show that using a trust management protocol results 
in an improvement of the original ADSR protocol when there is up to a 40% of uncooperative 
nodes. This can be noticed in the PDR, where we get improvements over 14%. It is also 
important to note that the bandwidth consumption of our protocol is almost negligible (just 
one byte for each evaluated node), since it piggybacks on  already necessary REP packets, 
and only small specific packets are used when evicting a node. 

 

 

Figure 4. PDR of ADSR and TADSR (Bad Behavior and Bad Mouthing Atacks) 

More so, using a trust management system also results in a better performance of the protocol 
even when all the nodes behave properly. There are several explanations for this, among 
which the most relevant are possible media saturation and node mobility. We have diminished 
the packet sizes and rates as much as possible in an effort to minimize saturation, but the 
parameters used allow speeds of up to 20m/s and the mobility model (Random Waypoint) of 
the simulation randomizes both the speed and the destination (random waypoint mobility 
model was chosen to ease the comparison with other trusted protocols [34-36]). Thus, a node 
can expect to have a certain neighbour, who has actually moved. If this happens often enough, 
with several potential neighbours of the same node, it will eventually be marked as 
uncooperative by the trust management protocol. While at first sight this can appear 
undesirable, it has in fact a net positive effect, as nodes tend to reject those with opposing 
speeds and/or destinations, and to link more strongly to those in their area of influence. 
Furthermore, evictions are not permanent but of a limited duration, and based on the opinions 
the nodes in the path, which allows the nodes to update their assessments each time a new 
route discovery takes place. 

 

 

0,74

0,76

0,78

0,8

0,82

0,84

0,86

0,88

0,9

0,92

0 5 10 15 20

Pa
ck

et
 D

el
iv

er
y 

Ra
te

 

Number of Bad Behavior and Bad Mouthing nodes 

ADSR
TADSR α=0 
TADSR α=0,25 
TADSR α=0,5 
TADSR α=0,75 
TADSR α=1 

www.macrothink.org/npa 54 



 Network Protocols and Algorithms 
ISSN 1943-3581 

2015, Vol. 7, No. 2 

5. Conclusions and Future Lines   

In this paper we have presented a trust management protocol (TADSR) based on a secure 
routing protocol that improves the performance of the original protocol. We have explored 
throughout the paper the different ways available to improve and secure MANET 
communications. We have also reviewed the state of the art in routing protocols and their 
features. Then, we have seen that while using secure protocols is a first step towards securing 
the network, it is not enough because once a node gets to join the network, it cannot be 
prevented from being uncooperative. A trust management system has been thus justified, in 
order to detect, identify and correct such rogue behaviors. 

TADSR, following the lines laid down by its parent protocol (ADSR), tries to minimize the 
bandwidth overhead attributable to its extra functionality. This way, route reply packets are 
extended so that trust information regarding the nodes in the path can be exchanged almost 
costlessly. In addition, nodes are encouraged to take a more cooperative stance in the 
transmissions with the prospect of being freed from several forwarding duties. 

Simulations have also shown that a trust management protocol can also somewhat manage 
the mobility of the nodes, improving PDR, because our protocol tends to favor choosing 
nodes with similar trajectories in an environment where they can be highly divergent. 

As future lines of work, we are going to further analyze the response of the protocol in face 
of new kinds of attacks in addition to those considered so far. We also plan to test different 
mobility patterns and delve deeper in the way α affects the performance of the protocol. 
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