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Abstract 

Efficient routing with optimal resources is one of the challenging tasks in the design of 
DWDM networks. Wavelength Converter (WC) is an important resource, as the placement of 
WCs affects the network performance and the quantity of WCs affects the cost of the network. 
With the help of WCs the network performance can be maximized by removing the 
wavelength continuity constraint. As WCs are very expensive, selecting the candidate nodes 
for the placement of WCs in a network is important. In this paper we have proposed an 
optimized approach for the placement of WCs in the presence of tunable transceivers (TTRs) 
and fixed transceivers (FTRs). The performance analysis has been carried out for above 
approaches. Observation shows that sparse partial wavelength converters with various loads 
require only 2.4% converters. When tunable transceivers are used, an average reduction of 
73% in blocking probability and average saving of 91% in required number of converters.  
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1. Introduction  

In optical networks, wavelength division multiplexing (WDM) technology provides 
enormous bandwidth for long haul optical deployments. All optical circuits are used to 
establish the connections between end to end nodes without E-O and O-E conversions. To 
establish a lightpath between two nodes, same wavelength must be used on all the hops of the 
path. This constraint of continuous availability of the same wavelength is called wavelength 
continuity constraint (WCC). An efficient RWA algorithm [1] [2] is needed to improve the 
blocking performance of the network by the maximum utilization of the wavelengths. Further 
WCC diminution can be removed with the help of wavelength converter (WC) [3]. 
Wavelength convertible routers having wavelength conversion capability converts data on 
one wavelength into data on another wavelength. Different architectures have been proposed 
such as full wavelength conversion, share per link and share per node [4] for the placement of 
WCs. In full wavelength conversion, dedicated WCs are used at each port. Total converters 
required is the product of wavelengths per link and number of fibers used. In share per link, 
WC bank can be shared by the connection requests coming from each link whereas in share 
per node architecture, a common WC bank is present which is shared across links. In this if 
wavelength does not require conversion for establishment of lightpath then it is directly given 
to multiplexer for desired output. This entails very less number of WCs with high switching 
complexity and high sharing efficiency [4]. Each end node is equipped with few transceivers. 
Tunable transceiver can be tuned to different wavelengths so as to send out (or receive) an 
optical signal on any available free wavelength within its tuning range. This paper presents an 
optimized approach for the placement of WCs in the presence of tunable transceivers (TTRs) 
along with efficient routing scheme using dynamic link weight. Section II of the paper 
discusses the related work. Section III presents proposed work. Results, analysis and 
discussion are presented in Section IV whereas paper is concluded in Section V.  

 

2. Related work  

Network topology, definite number of converters and dynamic traffic is given, then 
selection of number of nodes for the placement of WCs becomes a very crucial task. There 
are different techniques proposed for the optimal placement of WCs in a network. Arora, 
Subramaniam [5] proposed Total Outgoing Traffic (TOT) for the placement of wavelength 
converters in the network. The nodes from which maximum routes passed are selected for the 
placement of WCs. In [6] authors have proposed a new technique called as weighted least 
congested routing (WLCR) with first-fit wavelength assignment in which current traffic load 
as well as route length is considered jointly. The routes are calculated off-line for every 
source and destination and the weight is assigned to each route. For every new connection 
request, the weight value is calculated and then assigned to each route. They have used 
Minimum Blocking Probability First (MBPF) heuristic technique in which each time 
wavelength converters are placed at each node and calculated the reduced blocking 
probability. Accordingly, the nodes are selected for the placement of the wavelength 
converters. Lot of research work has been done on the optimum placement of sparse partial 
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WCs (SPWC) in which only few nodes are equipped with wavelength converters but with 
limited range capability. It is shown that small amount of wavelength converters can gain the 
performance which is nearly equal to the full WCs [7]. In such scenarios only certain 
numbers of wavelength routers are capable of doing the conversion [8]. Chu et al. [9] 
developed a method for the placement of WCs as SPWC architecture using fixed shortest 
path routing algorithm and first fit wavelength assignment. Initially by considering full WCs 
placement, value of total utilization of WCs at every node is calculated as average busy 
number of WCs and maximum busy converters. The nodes having maximum values can be 
replaced by placing the WCs. Static shortest path routing is used for finding out the routes. 
This architecture requires only 1% - 5% of full WCs for varied traffic conditions. In [10], the 
auxiliary graph is created depending on the link state information of the route. The 
information is acquired from the history of number of converters utilized and idle converters 
from the intermediate nodes for the placement of wavelength converters. Least Loaded 
Routing (LLR) is used for the selection of the route. One or very few wavelength converters 
are placed on every node to reduce the blocking probability by 44% and 83%. Fernando 
Lezama et al. [11] proposed Differential Evolution for the optimal placement of wavelength 
converters. The shortest path routing is used for finding out the routes. For assigning the 
wavelength random wavelength assignment technique is used. The algorithm considered 
population of individuals and use the iterations by building another populations till an 
optimal solution is achieved. Efficient and scalable wavelength assignment technique in [12] 
is used for the reduction of total number of WCs in wavelength routed networks. They have 
used a simple routing technique and for the wavelength assignment the wavelength which is 
free maximum number times is selected by graph coloring method. For ring network with 
unprotected and protected services, it is found that with the help of tunable transceivers 
further relaxation of the WCC and reduction in blocking probability can be achieved. In 
proposed work, we present a technique for finding out the positions of the nodes to place the 
WCs with dynamic weight based routing in the presence of tunable transceivers. 

 

3. Proposed work  

3.1 System Assumptions and Notations  

NSFnet topology has been considered with L links and N nodes as shown in Fig. 1 for 
carrying out the simulation and analysis. The lightpath request is a Poisson process with 
arrival rate λ and the holding times are exponentially distributed with average length 1/µ. The 
traffic load behavior depends on Erlang model [13]. For every call request, the path is 
selected with the route having maximum dynamic weight value which can be calculated [14] 
on the basis of networks current situation of the network as in (7). From the total k paths 
which are having free wavelengths for serving the lightpaths, the route with maximum 
dynamic weight is selected. The routes are calculated with the help of modified Dijkstra’s 
algorithm. The wavelength is assigned with first fit wavelength assignment technique. Share 
per node architecture is considered for the placement of wavelength converter. The total 
blocking probability of the network is calculated by supervising the network for an hour.  
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Fig. 1. NSFnet Topology 

3.2 Blocking Probability: 

The overall blocking probability of a network can be calculated as the ratio of blocked 
calls to the offered calls. The lighpath connection is blocked when wavelength is not 
available with dynamic RWA and unavailability of WCs in the presence of tunable 
transceivers. The overall blocking probability of the network can be calculated as 
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where C
NA  is offered traffic on network and C

NB  is total blocked calls by network for 

{ }141 ≤≤∈= n,NnnN . 

3.3 Candidate node selection for placement of WCs 

Optimal placement of WCs for dynamic traffic in a mesh topology is a NP- hard problem 
[15]. Finding the candidate nodes for the placement of WCs based on their blocking 
probabilities is a problem analogous to the clustering of a set of data points. Initially, 
blocking probabilities are calculated using dynamic weighted RWA algorithm and assuming 
that there are no wavelength converters in the network. These blocking probabilities are used 
as an input for the K-means clustering algorithm. K-means algorithm is used to minimize the 
objective function as given below, 

∑ ∑
= ∈
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||μX||minarg         (3) 

where iµ is the mean of points in iS . Given a set of observations { }ni1XX i ≤≤=  where 

each observation is a d-dimensional real vector, K-means clustering aims to partition the n 
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observations into )( nk ≤  sets { }ki1SS i ≤≤=  so as to minimize the intracluster sum of 

squares.  
 
3.4 Algorithm to get candidate nodes for placement of WCs  

Inputs: Set of feature vector, { }Ni1XX i ≤≤=   

where X is set of blocking probabilities for all nodes calculated by assuming that there 

are no wavelength converters in the network and iX is the blocking probability of node .. 

Number of clusters,  =2  

Steps: 

1. Randomly select k cluster centers. 

2. Calculate the distance between each data point and cluster centers using (4).    

( ) 2
ii X,Xd µµ −=                     (4) 

3. Assign the data point to the cluster center whose distance from the cluster center is 
minimum of all the cluster centers.  

4. Recalculate the new cluster center using (5). 
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where   represents the number of data points in thi cluster. 

5. Recalculate the distance between each data point and new obtained cluster centers. 

6. If no data point was reassigned then stop, otherwise repeat from step 3. 

7. Select the cluster corresponding to the maximum blocking probability node. 

8. Provide the WCs at all the nodes in the selected cluster. 

Example:  

Input data: Blocking probabilities of nodes ( pB ).  

 

Number of clusters: 2. 

Result:  

Cluster 1= {0.0196, 0.0162, 0.0094, 0.0122, 0.0084} 
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Cluster 2= {0.0005, 0.0022, 0.0011, 0.0005, 0.0000, 0.0063, 0.0008, 0.0000, 0.0021} 

The corresponding nodes with respect to Cluster 1 are {4, 6, 7, 9, and 10} and Cluster 2 
are {1, 2, 3, 5, 8,11,12,13 and 14}. Maximum blocking probability cluster is cluster1and 
corresponding nodes are {4, 6, 7, 9, and 10}. Selected candidate nodes are as shown in 
Fig. 2. 

 

Candidate nodes with WC 

Fig. 2. NSFnet with selected nodes for the placement of WCs using proposed algorithm. 

3.5 Deciding the number of WCs at the candidate  

As the blocking probabilities varies from node to node, it is necessary to calculate the 
actual number of required converters at the particular node. Based on the blocking 
probability of a node, number of WCs can be calculated as [16] by using, 
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where    is number of available converters, i
cB  is total blocked calls at node for 3600s,                                             

   blocked calls of network at load   and     sum of average blocking calls for different 
loads for all 14 nodes. Depending on calls blocked and available pool of WCs, appropriate 
number of WCs are placed at selected candidate nodes.  

 

3.6 Optimal path selection based on link weight  

The efficient weight dependent dynamic Routing and Wavelength Assignment algorithm 
is used for the establishment of lightpath. The optimal weight value is calculated for each 
route as in [14] which depends on the networks current situation. The optimal path for 
efficient routing can be selected by using, 
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where aW  is total number of available wavelengths on k routes, eT is time elapsed, ( )iSc  is 

total number of served calls, ( )iBc  is total number of blocked calls, and    is path length of 

served calls.  
 

4. Experimental Analysis and Results  

Simulations have been carried out for the performance comparison of different converter 
placement schemes for NSFnet topology. Number of WCs at selected candidate nodes by 
using (6) is as shown in Table I.  

Table. 1 Actual number of WCs placed at selected candidate nodes 

Nodes 4 6 7 9 10 

Required Converters Load=200E with    = 40 9 9 7 8 7 

Load=1616E with    = 120 27 27 22 24 20 

By using (7) the optimal path can be selected and results of the blocking probabilities with 

various loads are shown in Table 2. 

Table.2 Comparison of blocking probabilities with W=40 

Load in Erlang without WC with full WC with partial WC 

267 0.030216 0.015396 0.02117 

290 0.03255 0.02387 0.028391 

315 0.039297 0.027749 0.03223 

332 0.05573 0.040006 0.047785 

345 0.069758 0.051568 0.060163 

360 0.077288 0.053416 0.061944 

 
Fig. 3 shows variation in blocking probabilities at the candidate nodes for various load by 
using dynamic weight based RWA algorithm without WC. It shows that the blocking 
probability varies from node to node as well as for different load conditions. 

Pl

aC

aC
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Fig. 3. Blocking Probability versus Candidate Nodes (W= 120) 

 
WCs utilized versus load for various WC placement schemes with fixed transceivers (FTRs) 
and tunable transceivers (TTRs) for a given blocking probability shown in Fig. 4. The result 
shows that sparse partial WCs with TTRs require very less number of converters. Therefore it 
minimizes the complexity and cost of the network.  
 

 
Fig. 4. Comparison of Converters Utilized versus Load (W= 120) 

 
Fig. 5 shows the relationship between the blocking probabilities and load in Erlang for full 
WCs, partial WCs and sparse partial WCs with FTRs and TTRs. For partial WCs and sparse 
partial WCs the difference in blocking probability is very less and it is nearly equal to full 
WCs. It can be seen that the blocking probability can be reduced drastically with use of 
tunable transceivers along with appropriate number of WCs at properly selected nodes.  
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Fig. 5. Blocking Probability versus Load (W=120) 

 
Saving in percentage converters versus load for various WC placement techniques with TTR 
is as shown in Fig. 6. It shows that saving of average 84% converters with full WCs, average 
88% converters with partial WCs and average 91% converters with sparse partial WCs when 
TTRs are used. 
 

 
Fig. 6. Comparison of Converter Saved (%) versus Load (W= 120) 

 
For partial WC five nodes are selected and only 40 WCs for low load and 120 WCs for high 
loads are used. On each link 40 wavelengths for low load and 120 for high load have been 
considered. With partial WCs approximately 12% wavelength converters are sufficient to get 
close performance to full wavelength converters. In sparse partial WC with variable number 
of WCs at the candidate nodes, only 2.4% WCs are sufficient to get the blocking performance 
near to the full WCs. 
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4. Conclusion  

Performance enrichment is obtained by using proper placement of WCs. For the optimal 
placement of WCs, sparse partial WCs are studied with efficient dynamic RWA in the 
presence of fixed and tunable transceivers. With the help of dynamic weight based RWA total 
number of WCs in WDM optical networks are reduced. Tunable transceivers releases the 
wavelength continuity constraint across the connection path and has a remarkable impact on 
the total number of WCs. The network with sparse partial WCs and tunable transceivers 
shows the better results for percentage saving in converters and percentage reduction in 
blocking probability.  
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